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COVER SHEET FOR PROPOSAL TO THE NATIONAL SCIENCE FOUNDATION
FOR NSF USE ONLY

NSF PROPOSAL NUMBER

DATE RECEIVED NUMBER OF COPIES DIVISION ASSIGNED FUND CODE DUNS# (Data Universal Numbering System) FILE LOCATION

FOR CONSIDERATION BY NSF ORGANIZATION UNIT(S)    (Indicate the most specific unit known, i.e. program, division, etc.)

PROGRAM ANNOUNCEMENT/SOLICITATION NO./CLOSING DATE/if not in response to a program announcement/solicitation enter NSF 03-2

EMPLOYER IDENTIFICATION NUMBER (EIN) OR
TAXPAYER IDENTIFICATION NUMBER (TIN)

SHOW PREVIOUS AWARD NO. IF THIS IS
A RENEWAL
AN ACCOMPLISHMENT-BASED RENEWAL

IS THIS PROPOSAL BEING SUBMITTED TO ANOTHER FEDERAL
AGENCY?      YES        NO        IF YES, LIST ACRONYM(S)

NAME OF ORGANIZATION TO WHICH AWARD SHOULD BE MADE ADDRESS OF AWARDEE ORGANIZATION, INCLUDING 9 DIGIT ZIP CODE

AWARDEE ORGANIZATION CODE (IF KNOWN)

IS AWARDEE ORGANIZATION (Check All That Apply) SMALL BUSINESS MINORITY BUSINESS IF THIS IS A PRELIMINARY PROPOSAL
(See GPG II.C For Definitions) FOR-PROFIT ORGANIZATION WOMAN-OWNED BUSINESS   THEN CHECK HERE

NAME OF PERFORMING ORGANIZATION, IF DIFFERENT FROM ABOVE ADDRESS OF PERFORMING ORGANIZATION, IF DIFFERENT, INCLUDING 9 DIGIT ZIP CODE

PERFORMING ORGANIZATION CODE  (IF KNOWN)

TITLE OF PROPOSED PROJECT

REQUESTED AMOUNT

$

PROPOSED DURATION (1-60 MONTHS)

months

REQUESTED STARTING DATE SHOW RELATED PRELIMINARY PROPOSAL NO.
IF APPLICABLE

CHECK APPROPRIATE BOX(ES) IF THIS PROPOSAL INCLUDES ANY OF THE ITEMS LISTED BELOW
BEGINNING INVESTIGATOR (GPG I.A)

DISCLOSURE OF LOBBYING ACTIVITIES (GPG II.C)

PROPRIETARY & PRIVILEGED INFORMATION (GPG I.B, II.C.6)

HISTORIC PLACES (GPG II.C.9)

SMALL GRANT FOR EXPLOR. RESEARCH (SGER) (GPG II.C.11)

VERTEBRATE ANIMALS (GPG II.C.11) IACUC App. Date

HUMAN SUBJECTS (GPG II.C.11)
Exemption Subsection                   or IRB App. Date

INTERNATIONAL COOPERATIVE ACTIVITIES: COUNTRY/COUNTRIES INVOLVED

(GPG II.C.9)

HIGH RESOLUTION GRAPHICS/OTHER GRAPHICS WHERE EXACT COLOR
REPRESENTATION IS REQUIRED FOR PROPER INTERPRETATION (GPG I.E.1)

PI/PD DEPARTMENT PI/PD POSTAL ADDRESS

PI/PD FAX NUMBER

NAMES (TYPED) High Degree Yr of Degree Telephone Number Electronic Mail Address

PI/PD NAME

CO-PI/PD

CO-PI/PD

CO-PI/PD

CO-PI/PD

 Page 1 of 2

EAR  - INSTRUMENTATION & FACILITIES

NSF 03-2

521362650

Incorporated Research Institutions for Seismology

4076212000

Incorporated Research Institutions for Seismology
1200 New York Avenue, NW
Washington, DC. 20005

Collaborative Research:  Earthscope-Acquisition, Construction, and 
Facility Management \(USArray\)

69,848,258    60 07/01/03

202-682-2444

1200 New York Avenue, NW
Suite 800
Washington, DC 20005
United States

David W Simpson PhD 1973 202-682-2220 simpson@iris.edu

183277938

TPI 6213930



CERTIFICATION PAGE

Certification for Authorized Organizational Representative or Individual Applicant:
By signing and submitting this proposal, the individual applicant or the authorized official of the applicant institution is: (1) certifying that
statements made herein are true and complete to the best of his/her knowledge; and (2) agreeing to accept the obligation to comply with NSF
award terms and conditions if an award is made as a result of this application.  Further, the applicant is hereby providing certifications
regarding debarment and suspension, drug-free workplace, and lobbying activities (see below), as set forth in Grant
Proposal Guide (GPG), NSF 03-2.  Willful provision of false information in this application and its supporting documents or in reports required
under an ensuing award is a criminal offense (U. S. Code, Title 18, Section 1001).
 
In addition, if the applicant institution employs more than fifty persons, the authorized official of the applicant institution is certifying that the institution has 
implemented a written and enforced conflict of interest policy that is consistent with the provisions of Grant Policy Manual Section 510; that to the best
of his/her knowledge, all financial disclosures required by that conflict of interest policy have been made; and that all identified conflicts of interest will have
been satisfactorily managed, reduced or eliminated prior to the institution’s expenditure of any funds under the award, in accordance with the
institution’s conflict of interest policy. Conflicts which cannot be satisfactorily managed, reduced or eliminated must be disclosed to NSF.

Drug Free Work Place Certification 
By electronically signing the NSF Proposal Cover Sheet, the Authorized Organizational Representative or Individual Applicant is providing the Drug Free Work Place Certification 
contained in Appendix A of the Grant Proposal Guide.

Debarment and Suspension Certification                   (If answer "yes", please provide explanation.)

Is the organization or its principals presently debarred, suspended, proposed for debarment, declared ineligible, or voluntarily excluded 
from covered transactions by any Federal department or agency?             Yes                                    No        

By electronically signing the NSF Proposal Cover Sheet, the Authorized Organizational Representative or Individual Applicant is providing the Debarment and Suspension Certification 
contained in Appendix B of the Grant Proposal Guide.

Certification Regarding Lobbying
This certification is required for an award of a Federal contract, grant, or cooperative agreement exceeding $100,000 and for an award of a Federal loan or
a commitment providing for the United States to insure or guarantee a loan exceeding $150,000.

Certification for Contracts, Grants, Loans and Cooperative Agreements
The undersigned certifies, to the best of his or her knowledge and belief, that:

(1) No federal appropriated funds have been paid or will be paid, by or on behalf of the undersigned, to any person for influencing or attempting to influence
an officer or employee of any agency, a Member of Congress, an officer or employee of Congress, or an employee of a Member of Congress in connection
with the awarding of any federal contract, the making of any Federal grant, the making of any Federal loan, the entering into of any cooperative agreement,
and the extension, continuation, renewal, amendment, or modification of any Federal contract, grant, loan, or cooperative agreement.

(2) If any funds other than Federal appropriated funds have been paid or will be paid to any person for influencing or attempting to influence an officer or
employee of any agency, a Member of Congress, an officer or employee of Congress, or an employee of a Member of Congress in connection with this
Federal contract, grant, loan, or cooperative agreement, the undersigned shall complete and submit Standard Form-LLL, ‘‘Disclosure of Lobbying 
Activities,’’ in accordance with its instructions.

(3) The undersigned shall require that the language of this certification be included in the award documents for all subawards at all tiers including
subcontracts, subgrants, and contracts under grants, loans, and cooperative agreements and that all subrecipients shall certify and disclose accordingly.

This certification is a material representation of fact upon which reliance was placed when this transaction was made or entered into.  Submission of this
certification is a prerequisite for making or entering into this transaction imposed by section 1352, Title 31, U.S. Code.  Any person who fails to file the
required certification shall be subject to a civil penalty of not less than $10,000 and not more than $100,000 for each such failure.

AUTHORIZED ORGANIZATIONAL REPRESENTATIVE SIGNATURE DATE

NAME

TELEPHONE NUMBER ELECTRONIC MAIL ADDRESS FAX NUMBER 

*SUBMISSION OF SOCIAL SECURITY NUMBERS IS VOLUNTARY AND WILL NOT AFFECT THE ORGANIZATION’S ELIGIBILITY FOR AN AWARD. HOWEVER, THEY ARE AN
INTEGRAL PART OF THE INFORMATION SYSTEM AND ASSIST IN PROCESSING THE PROPOSAL. SSN SOLICITED UNDER NSF ACT OF 1950, AS AMENDED.

Page 2 of 2

TPI 6213930



COVER SHEET FOR PROPOSAL TO THE NATIONAL SCIENCE FOUNDATION
FOR NSF USE ONLY

NSF PROPOSAL NUMBER

DATE RECEIVED NUMBER OF COPIES DIVISION ASSIGNED FUND CODE DUNS# (Data Universal Numbering System) FILE LOCATION

FOR CONSIDERATION BY NSF ORGANIZATION UNIT(S)    (Indicate the most specific unit known, i.e. program, division, etc.)

PROGRAM ANNOUNCEMENT/SOLICITATION NO./CLOSING DATE/if not in response to a program announcement/solicitation enter NSF 03-2

EMPLOYER IDENTIFICATION NUMBER (EIN) OR
TAXPAYER IDENTIFICATION NUMBER (TIN)

SHOW PREVIOUS AWARD NO. IF THIS IS
A RENEWAL
AN ACCOMPLISHMENT-BASED RENEWAL

IS THIS PROPOSAL BEING SUBMITTED TO ANOTHER FEDERAL
AGENCY?      YES        NO        IF YES, LIST ACRONYM(S)

NAME OF ORGANIZATION TO WHICH AWARD SHOULD BE MADE ADDRESS OF AWARDEE ORGANIZATION, INCLUDING 9 DIGIT ZIP CODE

AWARDEE ORGANIZATION CODE (IF KNOWN)

IS AWARDEE ORGANIZATION (Check All That Apply) SMALL BUSINESS MINORITY BUSINESS IF THIS IS A PRELIMINARY PROPOSAL
(See GPG II.C For Definitions) FOR-PROFIT ORGANIZATION WOMAN-OWNED BUSINESS   THEN CHECK HERE

NAME OF PERFORMING ORGANIZATION, IF DIFFERENT FROM ABOVE ADDRESS OF PERFORMING ORGANIZATION, IF DIFFERENT, INCLUDING 9 DIGIT ZIP CODE

PERFORMING ORGANIZATION CODE  (IF KNOWN)

TITLE OF PROPOSED PROJECT

REQUESTED AMOUNT

$

PROPOSED DURATION (1-60 MONTHS)

months

REQUESTED STARTING DATE SHOW RELATED PRELIMINARY PROPOSAL NO.
IF APPLICABLE

CHECK APPROPRIATE BOX(ES) IF THIS PROPOSAL INCLUDES ANY OF THE ITEMS LISTED BELOW
BEGINNING INVESTIGATOR (GPG I.A)

DISCLOSURE OF LOBBYING ACTIVITIES (GPG II.C)

PROPRIETARY & PRIVILEGED INFORMATION (GPG I.B, II.C.6)

HISTORIC PLACES (GPG II.C.9)

SMALL GRANT FOR EXPLOR. RESEARCH (SGER) (GPG II.C.11)

VERTEBRATE ANIMALS (GPG II.C.11) IACUC App. Date

HUMAN SUBJECTS (GPG II.C.11)
Exemption Subsection                   or IRB App. Date

INTERNATIONAL COOPERATIVE ACTIVITIES: COUNTRY/COUNTRIES INVOLVED

(GPG II.C.9)

HIGH RESOLUTION GRAPHICS/OTHER GRAPHICS WHERE EXACT COLOR
REPRESENTATION IS REQUIRED FOR PROPER INTERPRETATION (GPG I.E.1)

PI/PD DEPARTMENT PI/PD POSTAL ADDRESS

PI/PD FAX NUMBER

NAMES (TYPED) High Degree Yr of Degree Telephone Number Electronic Mail Address

PI/PD NAME

CO-PI/PD

CO-PI/PD

CO-PI/PD

CO-PI/PD

 Page 1 of 2

EAR  - INSTRUMENTATION & FACILITIES

NSF 03-2

841588357

UNAVCO, Inc.

6250001876

UNAVCO, Inc.
3360 Mitchell Lane
Boulder, CO. 803012260

Collaborative Research: Earthscope-Acquisition, Construction, and 
Facility Management \(PBO\)

100,000,000    60 07/01/03

720-565-5992

3360 Mitchell Lane
Suite C
Boulder, CO 803012260
United States

William H Prescott PhD 1980 720-565-5973 prescott@unavco.org

Michael Jackson PhD 1994 303-497-8008 mikej@unavco.ucar.edu

046857483

TPI 6215721



CERTIFICATION PAGE

Certification for Authorized Organizational Representative or Individual Applicant:
By signing and submitting this proposal, the individual applicant or the authorized official of the applicant institution is: (1) certifying that
statements made herein are true and complete to the best of his/her knowledge; and (2) agreeing to accept the obligation to comply with NSF
award terms and conditions if an award is made as a result of this application.  Further, the applicant is hereby providing certifications
regarding debarment and suspension, drug-free workplace, and lobbying activities (see below), as set forth in Grant
Proposal Guide (GPG), NSF 03-2.  Willful provision of false information in this application and its supporting documents or in reports required
under an ensuing award is a criminal offense (U. S. Code, Title 18, Section 1001).
 
In addition, if the applicant institution employs more than fifty persons, the authorized official of the applicant institution is certifying that the institution has 
implemented a written and enforced conflict of interest policy that is consistent with the provisions of Grant Policy Manual Section 510; that to the best
of his/her knowledge, all financial disclosures required by that conflict of interest policy have been made; and that all identified conflicts of interest will have
been satisfactorily managed, reduced or eliminated prior to the institution’s expenditure of any funds under the award, in accordance with the
institution’s conflict of interest policy. Conflicts which cannot be satisfactorily managed, reduced or eliminated must be disclosed to NSF.

Drug Free Work Place Certification 
By electronically signing the NSF Proposal Cover Sheet, the Authorized Organizational Representative or Individual Applicant is providing the Drug Free Work Place Certification 
contained in Appendix A of the Grant Proposal Guide.

Debarment and Suspension Certification                   (If answer "yes", please provide explanation.)

Is the organization or its principals presently debarred, suspended, proposed for debarment, declared ineligible, or voluntarily excluded 
from covered transactions by any Federal department or agency?             Yes                                    No        

By electronically signing the NSF Proposal Cover Sheet, the Authorized Organizational Representative or Individual Applicant is providing the Debarment and Suspension Certification 
contained in Appendix B of the Grant Proposal Guide.

Certification Regarding Lobbying
This certification is required for an award of a Federal contract, grant, or cooperative agreement exceeding $100,000 and for an award of a Federal loan or
a commitment providing for the United States to insure or guarantee a loan exceeding $150,000.

Certification for Contracts, Grants, Loans and Cooperative Agreements
The undersigned certifies, to the best of his or her knowledge and belief, that:

(1) No federal appropriated funds have been paid or will be paid, by or on behalf of the undersigned, to any person for influencing or attempting to influence
an officer or employee of any agency, a Member of Congress, an officer or employee of Congress, or an employee of a Member of Congress in connection
with the awarding of any federal contract, the making of any Federal grant, the making of any Federal loan, the entering into of any cooperative agreement,
and the extension, continuation, renewal, amendment, or modification of any Federal contract, grant, loan, or cooperative agreement.

(2) If any funds other than Federal appropriated funds have been paid or will be paid to any person for influencing or attempting to influence an officer or
employee of any agency, a Member of Congress, an officer or employee of Congress, or an employee of a Member of Congress in connection with this
Federal contract, grant, loan, or cooperative agreement, the undersigned shall complete and submit Standard Form-LLL, ‘‘Disclosure of Lobbying 
Activities,’’ in accordance with its instructions.

(3) The undersigned shall require that the language of this certification be included in the award documents for all subawards at all tiers including
subcontracts, subgrants, and contracts under grants, loans, and cooperative agreements and that all subrecipients shall certify and disclose accordingly.

This certification is a material representation of fact upon which reliance was placed when this transaction was made or entered into.  Submission of this
certification is a prerequisite for making or entering into this transaction imposed by section 1352, Title 31, U.S. Code.  Any person who fails to file the
required certification shall be subject to a civil penalty of not less than $10,000 and not more than $100,000 for each such failure.

AUTHORIZED ORGANIZATIONAL REPRESENTATIVE SIGNATURE DATE

NAME

TELEPHONE NUMBER ELECTRONIC MAIL ADDRESS FAX NUMBER 

*SUBMISSION OF SOCIAL SECURITY NUMBERS IS VOLUNTARY AND WILL NOT AFFECT THE ORGANIZATION’S ELIGIBILITY FOR AN AWARD. HOWEVER, THEY ARE AN
INTEGRAL PART OF THE INFORMATION SYSTEM AND ASSIST IN PROCESSING THE PROPOSAL. SSN SOLICITED UNDER NSF ACT OF 1950, AS AMENDED.

Page 2 of 2

TPI 6215721



COVER SHEET FOR PROPOSAL TO THE NATIONAL SCIENCE FOUNDATION
FOR NSF USE ONLY

NSF PROPOSAL NUMBER

DATE RECEIVED NUMBER OF COPIES DIVISION ASSIGNED FUND CODE DUNS# (Data Universal Numbering System) FILE LOCATION

FOR CONSIDERATION BY NSF ORGANIZATION UNIT(S)    (Indicate the most specific unit known, i.e. program, division, etc.)

PROGRAM ANNOUNCEMENT/SOLICITATION NO./CLOSING DATE/if not in response to a program announcement/solicitation enter NSF 03-2

EMPLOYER IDENTIFICATION NUMBER (EIN) OR
TAXPAYER IDENTIFICATION NUMBER (TIN)

SHOW PREVIOUS AWARD NO. IF THIS IS
A RENEWAL
AN ACCOMPLISHMENT-BASED RENEWAL

IS THIS PROPOSAL BEING SUBMITTED TO ANOTHER FEDERAL
AGENCY?      YES        NO        IF YES, LIST ACRONYM(S)

NAME OF ORGANIZATION TO WHICH AWARD SHOULD BE MADE ADDRESS OF AWARDEE ORGANIZATION, INCLUDING 9 DIGIT ZIP CODE

AWARDEE ORGANIZATION CODE (IF KNOWN)

IS AWARDEE ORGANIZATION (Check All That Apply) SMALL BUSINESS MINORITY BUSINESS IF THIS IS A PRELIMINARY PROPOSAL
(See GPG II.C For Definitions) FOR-PROFIT ORGANIZATION WOMAN-OWNED BUSINESS   THEN CHECK HERE

NAME OF PERFORMING ORGANIZATION, IF DIFFERENT FROM ABOVE ADDRESS OF PERFORMING ORGANIZATION, IF DIFFERENT, INCLUDING 9 DIGIT ZIP CODE

PERFORMING ORGANIZATION CODE  (IF KNOWN)

TITLE OF PROPOSED PROJECT

REQUESTED AMOUNT

$

PROPOSED DURATION (1-60 MONTHS)

months

REQUESTED STARTING DATE SHOW RELATED PRELIMINARY PROPOSAL NO.
IF APPLICABLE

CHECK APPROPRIATE BOX(ES) IF THIS PROPOSAL INCLUDES ANY OF THE ITEMS LISTED BELOW
BEGINNING INVESTIGATOR (GPG I.A)

DISCLOSURE OF LOBBYING ACTIVITIES (GPG II.C)

PROPRIETARY & PRIVILEGED INFORMATION (GPG I.B, II.C.6)

HISTORIC PLACES (GPG II.C.9)

SMALL GRANT FOR EXPLOR. RESEARCH (SGER) (GPG II.C.11)

VERTEBRATE ANIMALS (GPG II.C.11) IACUC App. Date

HUMAN SUBJECTS (GPG II.C.11)
Exemption Subsection                   or IRB App. Date

INTERNATIONAL COOPERATIVE ACTIVITIES: COUNTRY/COUNTRIES INVOLVED

(GPG II.C.9)

HIGH RESOLUTION GRAPHICS/OTHER GRAPHICS WHERE EXACT COLOR
REPRESENTATION IS REQUIRED FOR PROPER INTERPRETATION (GPG I.E.1)

PI/PD DEPARTMENT PI/PD POSTAL ADDRESS

PI/PD FAX NUMBER

NAMES (TYPED) High Degree Yr of Degree Telephone Number Electronic Mail Address

PI/PD NAME

CO-PI/PD

CO-PI/PD

CO-PI/PD

CO-PI/PD

 Page 1 of 2

EAR  - INSTRUMENTATION & FACILITIES

NSF 03-2

941156365

Stanford University

0013052000

Stanford University
651 Serra Street
Stanford, CA. 94305

Collaborative Research: Earthscope-Acquisition, Construction and 
Facility Management \(SAFOD\)

20,476,449    60 07/01/03

Department of Geophysics

650-725-7344

Mitchell Building, Room 360

Stanford, CA 943052215
United States

Mark D Zoback PH.D. 1975 650-725-9295 zoback@pangea.stanford.edu

William L Ellsworth Ph.D 1978 650-329-5020 ellsworth@usgs.gov

Stephen Hickman PhD 1989 650-329-4807 hickman@usgs.gov

009214214

TPI 6214457



CERTIFICATION PAGE

Certification for Authorized Organizational Representative or Individual Applicant:
By signing and submitting this proposal, the individual applicant or the authorized official of the applicant institution is: (1) certifying that
statements made herein are true and complete to the best of his/her knowledge; and (2) agreeing to accept the obligation to comply with NSF
award terms and conditions if an award is made as a result of this application.  Further, the applicant is hereby providing certifications
regarding debarment and suspension, drug-free workplace, and lobbying activities (see below), as set forth in Grant
Proposal Guide (GPG), NSF 03-2.  Willful provision of false information in this application and its supporting documents or in reports required
under an ensuing award is a criminal offense (U. S. Code, Title 18, Section 1001).
 
In addition, if the applicant institution employs more than fifty persons, the authorized official of the applicant institution is certifying that the institution has 
implemented a written and enforced conflict of interest policy that is consistent with the provisions of Grant Policy Manual Section 510; that to the best
of his/her knowledge, all financial disclosures required by that conflict of interest policy have been made; and that all identified conflicts of interest will have
been satisfactorily managed, reduced or eliminated prior to the institution’s expenditure of any funds under the award, in accordance with the
institution’s conflict of interest policy. Conflicts which cannot be satisfactorily managed, reduced or eliminated must be disclosed to NSF.

Drug Free Work Place Certification 
By electronically signing the NSF Proposal Cover Sheet, the Authorized Organizational Representative or Individual Applicant is providing the Drug Free Work Place Certification 
contained in Appendix A of the Grant Proposal Guide.

Debarment and Suspension Certification                   (If answer "yes", please provide explanation.)

Is the organization or its principals presently debarred, suspended, proposed for debarment, declared ineligible, or voluntarily excluded 
from covered transactions by any Federal department or agency?             Yes                                    No        

By electronically signing the NSF Proposal Cover Sheet, the Authorized Organizational Representative or Individual Applicant is providing the Debarment and Suspension Certification 
contained in Appendix B of the Grant Proposal Guide.

Certification Regarding Lobbying
This certification is required for an award of a Federal contract, grant, or cooperative agreement exceeding $100,000 and for an award of a Federal loan or
a commitment providing for the United States to insure or guarantee a loan exceeding $150,000.

Certification for Contracts, Grants, Loans and Cooperative Agreements
The undersigned certifies, to the best of his or her knowledge and belief, that:

(1) No federal appropriated funds have been paid or will be paid, by or on behalf of the undersigned, to any person for influencing or attempting to influence
an officer or employee of any agency, a Member of Congress, an officer or employee of Congress, or an employee of a Member of Congress in connection
with the awarding of any federal contract, the making of any Federal grant, the making of any Federal loan, the entering into of any cooperative agreement,
and the extension, continuation, renewal, amendment, or modification of any Federal contract, grant, loan, or cooperative agreement.

(2) If any funds other than Federal appropriated funds have been paid or will be paid to any person for influencing or attempting to influence an officer or
employee of any agency, a Member of Congress, an officer or employee of Congress, or an employee of a Member of Congress in connection with this
Federal contract, grant, loan, or cooperative agreement, the undersigned shall complete and submit Standard Form-LLL, ‘‘Disclosure of Lobbying 
Activities,’’ in accordance with its instructions.

(3) The undersigned shall require that the language of this certification be included in the award documents for all subawards at all tiers including
subcontracts, subgrants, and contracts under grants, loans, and cooperative agreements and that all subrecipients shall certify and disclose accordingly.

This certification is a material representation of fact upon which reliance was placed when this transaction was made or entered into.  Submission of this
certification is a prerequisite for making or entering into this transaction imposed by section 1352, Title 31, U.S. Code.  Any person who fails to file the
required certification shall be subject to a civil penalty of not less than $10,000 and not more than $100,000 for each such failure.

AUTHORIZED ORGANIZATIONAL REPRESENTATIVE SIGNATURE DATE

NAME

TELEPHONE NUMBER ELECTRONIC MAIL ADDRESS FAX NUMBER 

*SUBMISSION OF SOCIAL SECURITY NUMBERS IS VOLUNTARY AND WILL NOT AFFECT THE ORGANIZATION’S ELIGIBILITY FOR AN AWARD. HOWEVER, THEY ARE AN
INTEGRAL PART OF THE INFORMATION SYSTEM AND ASSIST IN PROCESSING THE PROPOSAL. SSN SOLICITED UNDER NSF ACT OF 1950, AS AMENDED.

Page 2 of 2

TPI 6214457



COVER SHEET FOR PROPOSAL TO THE NATIONAL SCIENCE FOUNDATION
FOR NSF USE ONLY

NSF PROPOSAL NUMBER

DATE RECEIVED NUMBER OF COPIES DIVISION ASSIGNED FUND CODE DUNS# (Data Universal Numbering System) FILE LOCATION

FOR CONSIDERATION BY NSF ORGANIZATION UNIT(S)    (Indicate the most specific unit known, i.e. program, division, etc.)

PROGRAM ANNOUNCEMENT/SOLICITATION NO./CLOSING DATE/if not in response to a program announcement/solicitation enter NSF 03-2

EMPLOYER IDENTIFICATION NUMBER (EIN) OR
TAXPAYER IDENTIFICATION NUMBER (TIN)

SHOW PREVIOUS AWARD NO. IF THIS IS
A RENEWAL
AN ACCOMPLISHMENT-BASED RENEWAL

IS THIS PROPOSAL BEING SUBMITTED TO ANOTHER FEDERAL
AGENCY?      YES        NO        IF YES, LIST ACRONYM(S)

NAME OF ORGANIZATION TO WHICH AWARD SHOULD BE MADE ADDRESS OF AWARDEE ORGANIZATION, INCLUDING 9 DIGIT ZIP CODE

AWARDEE ORGANIZATION CODE (IF KNOWN)

IS AWARDEE ORGANIZATION (Check All That Apply) SMALL BUSINESS MINORITY BUSINESS IF THIS IS A PRELIMINARY PROPOSAL
(See GPG II.C For Definitions) FOR-PROFIT ORGANIZATION WOMAN-OWNED BUSINESS   THEN CHECK HERE

NAME OF PERFORMING ORGANIZATION, IF DIFFERENT FROM ABOVE ADDRESS OF PERFORMING ORGANIZATION, IF DIFFERENT, INCLUDING 9 DIGIT ZIP CODE

PERFORMING ORGANIZATION CODE  (IF KNOWN)

TITLE OF PROPOSED PROJECT

REQUESTED AMOUNT

$

PROPOSED DURATION (1-60 MONTHS)

months

REQUESTED STARTING DATE SHOW RELATED PRELIMINARY PROPOSAL NO.
IF APPLICABLE

CHECK APPROPRIATE BOX(ES) IF THIS PROPOSAL INCLUDES ANY OF THE ITEMS LISTED BELOW
BEGINNING INVESTIGATOR (GPG I.A)

DISCLOSURE OF LOBBYING ACTIVITIES (GPG II.C)

PROPRIETARY & PRIVILEGED INFORMATION (GPG I.B, II.C.6)

HISTORIC PLACES (GPG II.C.9)

SMALL GRANT FOR EXPLOR. RESEARCH (SGER) (GPG II.C.11)

VERTEBRATE ANIMALS (GPG II.C.11) IACUC App. Date

HUMAN SUBJECTS (GPG II.C.11)
Exemption Subsection                   or IRB App. Date

INTERNATIONAL COOPERATIVE ACTIVITIES: COUNTRY/COUNTRIES INVOLVED

(GPG II.C.9)

HIGH RESOLUTION GRAPHICS/OTHER GRAPHICS WHERE EXACT COLOR
REPRESENTATION IS REQUIRED FOR PROPER INTERPRETATION (GPG I.E.1)

PI/PD DEPARTMENT PI/PD POSTAL ADDRESS

PI/PD FAX NUMBER

NAMES (TYPED) High Degree Yr of Degree Telephone Number Electronic Mail Address

PI/PD NAME

CO-PI/PD

CO-PI/PD

CO-PI/PD

CO-PI/PD

 Page 1 of 2

EAR  - INSTRUMENTATION & FACILITIES

NSF 03-2

521362650

Incorporated Research Institutions for Seismology

4076212000

Incorporated Research Institutions for Seismology
1200 New York Avenue, NW
Washington, DC. 20005

Collaborative Research:  Earthscope-Acquisition, Construction, and 
Facility Management  \(Earthscope Facility Office\)

5,581,754    60 07/01/03

202-682-2444

1200 New York Avenue, NW
Suite 800
Washington, DC 20005
United States

David W Simpson PhD 1973 202-682-2220 simpson@iris.edu

183277938

TPI 6218601



CERTIFICATION PAGE

Certification for Authorized Organizational Representative or Individual Applicant:
By signing and submitting this proposal, the individual applicant or the authorized official of the applicant institution is: (1) certifying that
statements made herein are true and complete to the best of his/her knowledge; and (2) agreeing to accept the obligation to comply with NSF
award terms and conditions if an award is made as a result of this application.  Further, the applicant is hereby providing certifications
regarding debarment and suspension, drug-free workplace, and lobbying activities (see below), as set forth in Grant
Proposal Guide (GPG), NSF 03-2.  Willful provision of false information in this application and its supporting documents or in reports required
under an ensuing award is a criminal offense (U. S. Code, Title 18, Section 1001).
 
In addition, if the applicant institution employs more than fifty persons, the authorized official of the applicant institution is certifying that the institution has 
implemented a written and enforced conflict of interest policy that is consistent with the provisions of Grant Policy Manual Section 510; that to the best
of his/her knowledge, all financial disclosures required by that conflict of interest policy have been made; and that all identified conflicts of interest will have
been satisfactorily managed, reduced or eliminated prior to the institution’s expenditure of any funds under the award, in accordance with the
institution’s conflict of interest policy. Conflicts which cannot be satisfactorily managed, reduced or eliminated must be disclosed to NSF.

Drug Free Work Place Certification 
By electronically signing the NSF Proposal Cover Sheet, the Authorized Organizational Representative or Individual Applicant is providing the Drug Free Work Place Certification 
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EarthScope: 
 Acquisition, Construction, Integration and Facility Management 

Project Summary 
 

EarthScope is a scientific infrastructure initiative for new observational facilities that 
will address fundamental questions about the evolution of continents and the processes 
responsible for earthquakes and volcanic eruptions. The integrated observing systems that 
will comprise the EarthScope Observatory capitalize on recent developments in sensor 
technology and communications to provide Earth scientists with synoptic and high-
resolution data derived from a variety of geophysical sensors. All data from the 
EarthScope Observatory will be openly available in real-time to maximize participation 
from the scientific community and to provide on-going educational outreach to students 
and the public.  

The intellectual merit of EarthScope is derived from the coincidence of 
technological opportunity and scientific discovery.  The design and implementation of the 
EarthScope Observatory has been shaped with input from a broad sector of the academic 
research community. Through a series of workshops and working groups, the research 
community, along with federal and state partners, has defined the tools they require to 
take the next steps in exploration of the fundamental processes that shape the structure 
and influence the deformation of continents.  

The broader impacts of EarthScope will be achieved through applications in hazard 
assessment and resource management and through direct linkages with the EarthScope 
education and outreach program.  While EarthScope is a national program, it will be 
installed and operated at a local level through interactions with literally hundreds of 
universities, schools and organizations across the nation. EarthScope will serve as a tool 
for communicating both scientific understanding, and perhaps as importantly, the nature 
of the scientific method.  As EarthScope observatories are installed across the US, 
students and the public will be introduced to scientific questions and the role that their 
region plays in understanding the North American continent.  Improved understanding of 
the natural environment is the first step towards improved land use, environmentally-
sound development, and resiliency to natural hazards.  The broad participation that is 
necessary for EarthScope to operate will provide clear pathways for underrepresented 
groups, especially in rural areas, to participate directly in a national experiment. 
Educational portals for EarthScope data will allow under-resourced schools to have equal 
access to state-of-the-art science and scientific infrastructure. EarthScope will provide a 
much-needed opportunity for students and the public to observe geological processes in 
real-time and to measure geological deformation within the time frame of an academic 
school year.  EarthScope will provide the public with practical examples of how science 
advances as they see new data being collected and watch new theories being formulated 
and tested.  
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 January 16, 2003

Dr. Herman Zimmerman

Director, Division of Earth Sciences

Geoscience Directorate

National Science Foundation

4201 Wilson Blvd.

Arlington, VA 22230

Dear Dr. Zimmerman

On behalf of the EarthScope Facilities Executive Committee we are pleased to submit a proposal entitled 

“EarthScope: Acquisition, Construction, Integration and Management” for funding through the Major Re-

search Equipment and Facilities Construction Account.” 

As described in the attached “Note for Reviewers,” this proposal is a comprehensive document that has 

been developed through lengthy interactions with a broad sector of the Earth science research community 

to support an exciting new initiative to study the structure and dynamics of the American continent. 

To allow us to fully describe a project of this magnitude, we request your approval for deviation from the 

standard NSF format and restrictions on page length.

Yours sincerely

David W. Simpson William Prescott Mark Zoback 

the IRIS Consortium UNAVCO Inc Stanford University

Approved: H. Zimmerman, Division of Earth Sciences  

 January 20, 2003
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This proposal for EarthScope has been developed 

by the broad community through numerous scien-

tifi c workshops attended by hundreds of geoscien-

tists representing over 50 universities and over a 

dozen federal and state agencies. We are submitting 

this proposal to the National Science Foundation’s 

(NSF) Major Research Equipment and Facilities 

Construction (MREFC) Account, which “supports 

the acquisition, construction and commissioning of 

major research facilities and equipment that pro-

vide unique capabilities at the frontiers of science 

and engineering.” 

We propose that NSF fund the EarthScope facility 

through individual cooperative agreements with (1) 

the IRIS Consortium (for USArray), (2) UNAVCO 

(for PBO), and (3) Stanford University (for SAFOD). 

A fourth cooperative agreement, initially funded 

through IRIS (but with costs that are separately ad-

ministered and identifi ed) is proposed for funding 

the overall facility management structure including 

an EarthScope Facility Project Director. The pro-

posal is only for the facility, as consistent with the 

intent and guidelines of NSF’s MREFC Account. 

The scientifi c research and educational opportuni-

ties associated with the facility will be funded to 

individuals and organizations through other pro-

EarthScope:
Acquisition, Construction, Integration and 

Facility Management 

Note for Reviewers

posals submitted to various agencies and programs 

including NSF’s Research and Related Activities 

Program (R&RA), and the Education and Human 

Resources Program (EHR). As required by NSF 

guidelines, separate companion proposals are also 

being submitted to the R&RA Account for the as-

sociated Operations and Maintenance of each of the 

EarthScope facility components. 

As this document is implicitly a proposal from the 

community as a whole, no individual citations have 

been referenced in the text. A list of the extensive 

scientifi c planning workshop reports and program 

plans that form the foundation of this proposal is 

appended to this note with a more extensive list at 

the end of Section III. 

Section I of the proposal is an introduction and 

brief summary of the scientifi c rationale, including 

a specifi c discussion of EarthScope as an integrated 

observatory. The purpose of this section is not to 

repeat the justifi cation for the science, as this has 

already been done for both the National Science 

Board and the National Academy of Sciences, but 

rather to demonstrate how the implementation 

plan will effectively meet both the scientifi c goals of 

the project and the broader infrastructure needs of 

the scientifi c and educational communities. 



Section II contains detailed descriptions and budget 

summaries for the three EarthScope components: 

USArray, PBO, and SAFOD. These descriptions 

directly address the acquisition, installation, op-

eration, and management of the three EarthScope 

elements and will form the basis for the individual 

cooperative agreements between NSF and IRIS, 

UNAVCO, and Stanford University. As described in 

each of the sections, the plans for USArray, SAFOD, 

and PBO have been carefully coordinated so as to 

maximize the overall scientifi c return. 

Section III explains the overall budget and how 

data, ideas, and people will be networked. While the 

individual EarthScope components will be funded 

directly through cooperative agreements, a strong 

overall management structure has been developed 

to provide program coordination. The management 

structure is based on the principles of broad and 

equal community representation, while providing 

NSF with a single point of contact. Specifi cally, we 

view EarthScope’s project management as an “en-

abling technology” to help NSF dollars go further. 

As a national initiative, over 500 organizations 

across the nation will be involved in the operation, 

collection, and use of EarthScope data. EarthScope 

is developing partnerships with the USGS, NASA, 

state agencies, regional seismic networks, scientifi c 

organizations in Mexico and Canada, and other sci-

entifi c and educational organizations. Letters out-

lining the roles of a few of these partnerships have 

been included within Section III. 

It is the intended policy of EarthScope that all data 

will be openly available without restriction, cost, or 

delay to maximize participation from the scientifi c 

community and to provide on-going educational 

opportunities for students at all grade levels. Earth-

Scope’s data policy, however, extends beyond the 

physical distribution of data. In all cases, when we 

talk about making data accessible, we mean making 

it accessible both physically and intellectually. In 

particular, we are committed to making EarthScope 

data available for non-specialists, non-scientists, 

educators, and students at all levels. 

Our commitment to both the physical and intellec-

tual distribution of data allows for a strong interface 

between the EarthScope facility that is being devel-

oped under the MREFC account and the separately 

funded education and outreach program that will 

exploit this facility. As EarthScope observatories 

are installed across the nation, students and the 

public will be introduced to scientifi c questions 

and the role that their region plays in understand-

ing the formation of the North American continent. 

EarthScope will enable a broad range of students 

and the public to participate in a national experi-

ment that is going on in their own backyard, and 

for the fi rst time to observe and measure geological 

processes within the time frame of an academic 

school year. 

The EarthScope facility has been proposed by the 

scientifi c community and approved by the National 

Science Board on the basis of the many fundamen-

tal discoveries that we expect to make about the 

structure and evolution of the continent, and the 

nature of earthquakes and volcanoes. Although it is 

not included within our proposals, one can not help 

but think that perhaps an equally exciting outcome 

of this project will be the discoveries that at this 

point remain unpredictable.

Community documents that have guided the devel-

opment of this proposal include:

• EarthScope Project Plan 

www.earthscope.org/assets/es_proj_plan_lo.pdf

• EarthScope Workshop Report 

www.earthscope.org/assets/es_wksp_

mar2002.pdf

• EarthScope Education and Outreach 

Program Plan

 www.earthscope.org/assets/es_eando_lo.pdf

• National Research Council’s Review of 

EarthScope Integrated Science

 www.nap.edu/books/0309076447/html
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EarthScope is a new Earth science initiative that 

will dramatically advance our physical understand-

ing of the North American continent by exploring 

its three-dimensional structure in space and time. 

Many fundamental aspects of continental structure 

and dynamics, including those responsible for ma-

jor hazards such as earthquakes and volcanic erup-

tions, have resisted clear understanding. In part, 

this is because most major Earth processes act, and 

interact with one another, on much larger and lon-

ger scales than are accessible to a single individual 

or discipline. By integrating scientifi c information 

derived from geology, seismology, geodesy, and 

remote sensing, EarthScope has the potential to 

reveal the detailed structure and properties of the 

North America at depth, to monitor plate deforma-

tion at a continental scale, and to directly study the 

processes at depth associated with earthquakes on 

the San Andreas fault.

EarthScope’s seismology, geodesy, and remote sens-

ing observational facilities will be linked through 

high-speed, high-performance computing and tele-

communications networks. The new facilities build 

on existing strengths in these fi elds, as well a strong 

tradition of excellence in fi eld observations and 

laboratory research in the broader Earth sciences. 

EarthScope’s coupled facility components include:

• USArray (United States Seismic Array): Con-

tinental scale, portable seismic arrays will map 

the structure and composition of the continent 

and the underlying mantle at high resolution;

• SAFOD (San Andreas Fault Observatory at 

Depth): A geophysical observatory within the 

active San Andreas Fault will measure subsur-

face conditions that give rise to earthquakes and 

deformation in the crust; 

• PBO (Plate Boundary Observatory): A fi xed ar-

ray of GPS receivers and strainmeters will map 

ongoing deformation of the western half of the 

continent with a resolution of one millimeter or 

better over regional baselines, and geologic and 

paleoseismic investigations will examine the 

strain fi eld over longer time scales; and

• InSAR (Interferometric Synthetic Aperture Ra-

dar): A remote-sensing technique that will pro-

vide spatially continuous strain measurements 

over wide geographic areas with decimeter to 

centimeter resolution.

The overall EarthScope project has been devel-

oped jointly by the scientifi c community and the 

National Science Foundation (NSF), in partnership 

with other science and mission-oriented agencies 

including the U.S. Geological Survey (USGS) and 

the National Aeronautics and Space Administration 

(NASA), and with strong links to existing regional 

networks and state-based agencies. This proposal 

to NSF’s Major Research Equipment and Facilities 

Construction (MREFC) program is for acquisition 

and installation of EarthScope’s fi rst three ele-

ments: USArray, SAFOD, and PBO. Plans for a dedi-

cated satellite for EarthScope’s InSAR component 

are being developed separately.

The EarthScope facilities, combined with support 

for integrated Earth science research and educa-

tion, provide a unique framework for basic and ap-

plied geological research across the United States 

and North America. EarthScope will address scien-

tifi c targets in a number of critical areas of active 

research, each with several fundamental questions 

that still need to be solved: 

• Fault properties and the earthquake pro-
cess. How do earthquakes start, rupture and 

stop? How does strain accumulate and how is it 

released at the boundaries (and interior) of the 

North American plate? What structural and geo-

logical factors give rise to intraplate regions of 

seismic hazard such as the New Madrid zone?

1. Project Summary
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• Fluids and magmas in the crust and upper 
mantle. How can better methods be developed 

for the prediction of volcanic eruptions and haz-

ard mitigation? How does magma originate and 

how is it transported in the subsurface?

• Crustal strain transfer. What kinds of transient 

movements occur at depth? How does crust and 

mantle rheology vary with depth and infl uence 

deformation? How does it vary near active fault 

zones and affect the earthquake process? How 

do faults interact with one another? What is the 

state of stress in the lithosphere?

• Convergent margin processes. What is the 

nature of the plate boundary megathrusts in the 

Pacifi c Northwest and Alaska and how does it 

affect the seismic cycle? What is the structure 

of the deeper slab and how does it affect earth-

quakes and the overall subduction process? 

How is strain partitioning accomplished in the 

forearc and what controls it?

• Large-scale continental deformation. What 

are the spatial and temporal scales of intraplate 

deformation? What is the lithospheric strength 

profi le and what controls it? What is the com-

position of the lithosphere and how are fl uids 

distributed through it? 

• Continental structure and evolution. What is 

a continent? How does continental lithosphere 

form? How are continental structure and defor-

mation related? 

• Deep Earth structure. How is the evolution of 

continental lithosphere related to upper mantle 

processes? How and where are forces generated 

in the upper mantle and how and where are they 

transferred to the crust? What is the nature of 

the lowermost mantle?

With EarthScope, it will no longer be necessary 

to limit the study of these questions to a single 

approach or technique. EarthScope’s seismic and 

magnetotelluric component (USArray) will observe 

both detailed seismicity and crust/mantle struc-

ture. EarthScope’s geodetic components (PBO) will 

measure surface motions at a variety of spatial and 

temporal scales. Deep drilling into the San Andreas 

fault (SAFOD) will directly determine stress condi-

tions and rock properties in the seismogenic zone 

of a major fault and observe in situ what happens 

before, during, and after crustal earthquakes. The 

combination of these direct measurements with 

supporting geological, geochronological, geochemi-

cal, experimental, and theoretical studies can be 

expected to provide the clearest picture yet of the 

dynamic actions of our home continent. EarthScope 

thus offers the potential for a decade-long effort of 

unprecedented discovery and a model for a future 

of truly integrative multidisciplinary research in 

the solid Earth sciences.

EarthScope resources will be accessible to the en-

tire scientifi c and educational communities. Data 

acquired from the new observational facilities will 

be transmitted in near real-time to central process-

ing facilities and made freely and openly available 

to the research community, government agencies, 

educators, and the public and private sectors. End 

users also will have on-line access to software that 

will aid in data integration, manipulation, and vi-

sualization. EarthScope provides an excellent op-

portunity to improve science literacy in the United 

States through a comprehensive education and 

outreach program extending across the country 

and continuing throughout and beyond the lifetime 

of the program. Earth science naturally integrates 

fundamental concepts in mathematics, physics, 

chemistry, and biology. EarthScope will capitalize 

on the public’s interest in earthquakes and volca-

noes by demonstrating how active geologic process-

es shape our modern environment and concentrate 

natural resources. EarthScope has the potential to 

make these subjects relevant on a region-by-region 

basis as continental-scale results emerge, including 

both overarching and regional scientifi c issues as 

well as links between science and society. 

Implementation, operation, and maintenance of 

EarthScope’s USArray, PBO, and SAFOD facilities 

will be carried out under the direction of three 
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community-based organizations: the IRIS Consor-

tium, UNAVCO Inc., and Stanford/USGS. Each of 

these organizations has well-established manage-

ment and technical staff, a solid mechanism to 

incorporate input from the user community, and 

a demonstrated commitment to operating com-

munity facilities. An EarthScope Facilities Offi ce, 

including an EarthScope Facilities Executive Com-

mittee and EarthScope Facilities Project Direc-

tor, will serve as the primary operational point of 

contact with NSF and the user community. The 

offi ce will coordinate the component facilities and 

interact with NSF to ensure that the EarthScope 

project remains in compliance with NSF policies 

and procedures and is on-track and on-budget. This 

EarthScope Facilities Offi ce will also work closely 

with the EarthScope Science and Education Com-

mittee, composed of representatives from the Earth 

science community at large, to foster science inte-

gration, education, and outreach, and ensure that 

the facilities remain responsive to the evolving 

needs of the research community.

EarthScope is a set of integrated observational systems 

of unprecedented precision that will provide data link-

ing the surface expression of North America to the 

forces at work in the interior of our planet.
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2. EarthScope Overview
2.1. ScientiÞ c Needs and 

Opportunities

The development of plate tectonic theory during 

the last half-century provided geoscientists with a 

framework for explaining, to fi rst order, the struc-

ture of continents, the origin of mountain belts, 

and the distribution of earthquakes and volcanoes. 

Despite the elegance and utility of this paradigm, 

important questions concerning the active pro-

cesses that deform continents remain unanswered. 

For example, while we know that continental crust 

grows progressively outward, we know little about 

the driving mechanism of plate tectonics, how sur-

face features relate to structural, compositional, 

and thermal differences in Earth’s interior, or how 

plate tectonic stresses are transferred to individual 

faults. 

Plate tectonic theory was built upon a diverse set of 

global observations from which plate motions could 

be inferred rather than from direct measurements 

of oceanic and continental crustal displacements. 

Although we have made major progress over the 

past decade in understanding how faults rupture 

and what ground motions earthquakes generate, 

our understanding of what controls earthquake size, 

why great earthquakes occasionally strike plate in-

teriors, and when and where the next major events 

are likely to occur remains remarkably incomplete. 

Moreover, the rules that govern plate motion do 

not apply, in simple fashion, to broad plate bound-

ary zones such as western North America from the 

Rocky Mountains to the Pacifi c Ocean, where strain 

is distributed and inhomogeneous.

EarthScope offers an opportunity to observe and 

measure Earth deformation on a human time scale 

and continental spatial scale, permitting us to deci-

pher the cause and effect of these plate movements. 

Measuring crustal motions and how those motions 

are communicated across plates will allow us to ex-

amine Earth at scales commensurate with geologic 

processes. These opportunities arise now as the re-

sult of a number of critical factors: 

• Development of high-precision instruments ca-

pable of being placed in remote locations for 

extended periods of time;

• Availability of radio and satellite telemetry that 

allows remote instruments to communicate di-

rectly and constantly with operational support 

bases;

• An expanded capability for drilling, sampling, 

and taking measurements in active fault zones 

and the ability to instrument these holes to ex-

tract key information on the physical conditions 

within earthquake nucleation zones;

• Widespread computer networks that bring real-

time data to the desktop and are capable of 

connecting scientists and educators across the 

country into a united research and educational 

enterprise;

• Analytical improvements in geochronology that 

provide both higher precision and application to 

a wider age range of events;

• Expanding data archival systems capable of 

storing and manipulating huge data streams ar-

riving from large instrument arrays;

• A mature national infrastructure of Earth sci-

ence organizations and consortia that have de-

veloped considerable experience in managing 

facilities similar to those in EarthScope.

EarthScope facilities will use these new techniques, 

approaches, and data technologies to provide a 

framework for broad, integrated studies across 

the Earth sciences. The new USArray, SAFOD, 

and PBO observational systems will provide direct 

observations of the spatial distribution and evolu-
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tion of plate-boundary deformation, the space-time 

pattern of earthquake occurrence, the initiation 

and rupture sequence of earthquakes, and the dy-

namics of magma rise, intrusion, and eruption. In 

addition to advancing our understanding of earth-

quake and volcano hazards, EarthScope elements 

will contribute to a number of important problems 

in continental geodynamics and tectonics. These 

problems include determining the mechanisms 

of continent formation and breakup, relationship 

between crustal tectonic provinces and upper 

mantle structure, rheological stratifi cation and lat-

eral heterogeneity in the lithosphere, role of fl uids 

(magmas, hydrothermal, meteoric) in the crust, 

intraplate stress distribution and its relationship to 

modern structures and seismicity, development of 

dynamic topography, and feedbacks between surfi -

cial and tectonic processes. 

EarthScope also provides new opportunities to en-

gage in integrated studies of whole systems. For 

example, with coordinated geological, geochemical, 

and geodetic studies, EarthScope’s new observa-

tional facilities will allow study of the continental 

arc system in the Cascades from the subducting 

slab at their base to the volcanoes at their sur-

face, mapping out magmatic plumbing systems and 

modifi cation of the lithosphere through magmatic 

and accretional processes; examination of the deep 

roots of the North American craton and paleotec-

tonics by which the craton was formed; examina-

tion of both ancient and modern orogens and rifts 

to explore the variability in continental tecton-

ics and the role of the mantle lithosphere during 

orogenesis and rifting. 

Integrating geology, geochronology, and geophys-

ics within EarthScope will also provide us with an 

approach to investigate the structure of the North 

American continent in four dimensions. Under-

standing a particular geodynamic process and pre-

dicting its behavior requires knowledge of Earth 

materials, rates and magnitudes of motion, and 

the structures on which the motion is taking place. 

Satellite-based interferometric synthetic aperture 

radar can map decimeter- to centimeter-level de-

formation due to strain buildup and release along 

faults, magma infl ation of volcanoes, and ground 

subsidence over areas tens to hundreds of kilome-

ters wide. Moreover, these images of the strain fi eld 

complement even more precise ground-based ar-

rays of continuously operating GPS receivers with 

millimeter precision over baselines of thousands of 

kilometers. For example, GPS arrays can be used 

to map long-term strain rates across plate bound-

aries, such as in western United States, and short-

term deformations associated with earthquakes 

and volcanoes. Strainmeters, the most sensitive 

of the geodetic techniques, can be used to detect 

any pre-event transients associated with these po-

tentially catastrophic phenomena. Finally, geologic 

and paleoseismic investigations extend the time 

dependence of dynamic geosystems back in time, 

providing a baseline with which to compare mod-

ern kinematic data. 

The next major advances in our understanding of 

how the dynamic Earth works, and how humankind 

can best deal with both the benefi cial resources and 

the dramatic hazards Earth provides, must come by 

expansion of our observational network to the scale 

of plate tectonics. EarthScope will provide this step 

for the continental United States. A national pro-

gram on the scale of EarthScope, integrating geo-

logic, geodetic, seismological, and remote-sensing 

data from continent-wide observation systems, will 

catalyze solid Earth science research in the United 

States and provide a new view of the North Ameri-

can continent and its active tectonic environment. 

Moreover, the scientifi c and organizational struc-

ture underlying this interdisciplinary effort can 

serve as a national model for Earth science studies 

in continental dynamics. 
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3.1. USArray: 
United States Seismic Array

USArray data will dramatically improve the reso-

lution of seismic images of the continental litho-

sphere and deeper mantle. EarthScope scientists 

will integrate these images with a diversity of geo-

logical data to address signifi cant unresolved issues 

of continental structure, evolution, and dynamics. 

A hierarchical design achieves imaging capabilities 

that span the continuous range of scales from glob-

al, to lithospheric and crustal, to local. The core of 

USArray is a transportable telemetered array of 400 

broadband seismometers designed to provide real-

time data from a regular grid with dense and uni-

form station spacing of ~70 km and an aperture of 

~1400 km. The array will record local, regional, and 

teleseismic earthquakes, producing signifi cant new 

insights into the earthquake process, and providing 

resolution of crustal and upper mantle structure on 

the order of tens of kilometers and increasing the 

resolution of structures in the lower mantle and at 

the core-mantle boundary. The Transportable Ar-

ray will roll across the country with 1-2 year de-

ployments at each site. Multiple deployments will 

cover the entire continental United States over a 

period of 8-10 years. When completed, this will pro-

vide unprecedented coverage for 3-D imaging from 

~2000 seismograph stations. While the initial focus 

of USArray is coverage within the United States, 

extensions of the array into neighboring countries 

and onto the continental margins in collaboration 

with scientists from Canada, Mexico, and the ocean 

science community would be natural additions to 

the initiative.

An important second element of USArray is a pool 

of ~2400 portable instruments (a mix of broadband, 

short period, and high-frequency sensors) that can 

be deployed using fl exible source-receiver geom-

etries. These instruments will allow for high-den-

sity, shorter-term observations, using both natural 

and explosive sources, of key targets within the 

footprint of the larger Transportable Array. Many 

important geologic targets are amenable to investi-

gation with the Flexible Array including: the depth 

3. EarthScope Facility Components

Figure I-1. At the core of USArray will be a transportable array of 400 instruments that will gradually roll 

across the entire United States over a ten-year period, making observations for one to two years at some 

2000 sites. A permanent network of approximately 120 stations will provide long-term continuity, linking 

together data from the temporary deployments. Additional high-resolution instruments will permit special 

experiments in areas of particular geological interest.
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extent of faults, magma chamber dimensions be-

neath active volcanoes, the relationship between 

crustal tectonic provinces and mantle structure, 

the shape of terrane boundaries, the deep structure 

of sedimentary basins and mountain belts, and the 

structure and magmatic plumbing of continental 

rifts. Linked with coordinated geological, geochem-

ical, and geodetic studies, this USArray component 

can address a wide range of problems in continental 

geodynamics, tectonics, and earthquake processes. 

Examples include imaging the continental arc sys-

tem in the Cascades from slab to edifi ce, examining 

the deep roots of the North American craton and 

paleotectonics by which the craton was formed, 

imaging both ancient and modern orogens and rifts 

to explore variability in continental tectonics, iden-

tifying the role of the mantle lithosphere during 

orogenesis and rifting, and unraveling the relation-

ship between deep processes and surface features.

A third element of USArray is the addition of 40 

permanent stations in an augmentation of the Na-

tional Seismic Network, operated by the USGS. 

Relatively dense, high-quality observations from a 

continental network of approximately 130 stations, 

with uniform spacing of 300-350 km, is important 

for tomographic imaging of deep Earth structure, 

providing a platform for continuous long-term ob-

servations, and establishing fi xed reference points 

for calibration of the Transportable Array. This 

Backbone Network component of USArray will be 

coordinated with the USGS and complements the 

initiative underway at the USGS to install an Ad-

vanced National Seismic System (ANSS).

3.2. SAFOD: The San Andreas Fault 
Observatory at Depth

SAFOD is a project designed to directly monitor a 

creeping and seismically active fault zone at depth, 

to sample fault zone materials (rock and fl uids), 

and to measure a wide variety of fault-zone proper-

ties. A 4-km-deep hole will be drilled through the 

San Andreas fault zone close to the hypocenter of 

the 1966 M~6 Parkfi eld earthquake, where the San 

Andreas fault slips through a combination of small-

to moderate-magnitude earthquakes and aseismic 

creep (Figure I-2).

Even after decades of intensive research, numer-

ous fundamental questions about the physical and 

chemical processes acting within the San Andreas 

and other major plate-bounding faults remain un-

answered. SAFOD will provide new insights into 

the composition and physical properties of fault 

zone materials at depth, and the constitutive laws 

governing fault behavior. It also will provide direct 

knowledge of the stress conditions under which 

earthquakes initiate and propagate. Although it is 

often proposed that high pore fl uid pressure ex-

ists within the San Andreas fault zone at depth 

and that variations in pore pressure strongly affect 

Figure I-2. Deep within an active fault zone, the San Andreas 

Fault Observatory at Depth (SAFOD) will measure changes in rock 

properties before, during, and after earthquakes. Linked to other 

EarthScope measurements at the surface, these direct observations 

will, for the fi rst time, monitor how an active fault and its environ-

ment respond to regional and local changes in stress. Recorded over 

a decade, this combination of measurements will provide important 

new insights on earthquake nucleation and rupture.
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fault behavior, these hypotheses are unproven and 

the origin of overpressured fl uids, if they exist, is 

unknown. As a result, myriad untested and uncon-

strained laboratory and theoretical models related 

to the physics of faulting and earthquake genera-

tion fi ll the scientifi c literature. Drilling, sampling 

and downhole measurements directly within the 

San Andreas fault zone will substantially advance 

our understanding of earthquakes by providing 

direct observations on the composition, physical 

state, and mechanical behavior of a major active 

fault zone at hypocentral depths. In addition to re-

trieval of fault zone rock and fl uids for laboratory 

analyses, intensive downhole geophysical measure-

ments and long-term monitoring are planned within 

and adjacent to the active fault zone. Observatory-

mode monitoring activities will include near-fi eld, 

wide-dynamic-range seismological observations of 

earthquake nucleation and rupture and continu-

ous monitoring of pore pressure, temperature, and 

strain during the earthquake cycle. Directly evalu-

ating the roles of fl uid pressure, intrinsic rock fric-

tion, chemical reactions, in situ stress and other 

parameters in the earthquake process will provide 

opportunities to simulate earthquakes in the labo-

ratory and on the computer using representative 

fault zone properties and physical conditions. 

3.3. PBO: Plate Boundary 
Observatory

The Plate Boundary Observatory (PBO) is a geo-

detic observatory designed to study the three-di-

mensional strain fi eld resulting from plate bound-

ary deformation. This requires that plate boundary 

deformation be adequately characterized over the 

maximum ranges of spatial and temporal scales 

common to active continental tectonic processes. 

The geodetic instrumentation must provide: (a) 

suffi cient coverage of the plate boundary zone so 

as to capture the secular tectonic component, (b) 

appropriate station density for detecting localized 

(e.g., seismic or magmatic) phenomena, and (c) the 

necessary bandwidth (hours to decades) to detect 

plausible transient phenomena ranging from fast 

and slow earthquakes to interseismic strain buildup 

and post-seismic viscoelastic relaxation.

To address a range of scientifi c issues including 

plate boundary dynamics, active tectonics, and 

seismic and magmatic processes, a continuously 

recording, telemetered strain observatory will be 

installed along the Pacifi c/North American plate 

boundary, building upon and greatly expanding 

Figure I-3. The backbone of the Plate Boundary Observatory (PBP) is 

an array of permanent stations equipped with global positioning sat-

ellite receivers and strainmeters, extending along the western mar-

gin of North America from Mexico to Alaska. In the contermi-

nous United States and Alaska, existing sites (orange) will be 

augmented with 800 new sites (black) to provide continu-

ous observations at a spacing of approximately 150 km. 

Complete coverage of the plate boundary will require 

collaborative programs to install stations (gray) in 

Canada and Mexico. Clusters of additional instru-

ments will be installed on volcanoes, along the 

San Andreas fault system and near other ma-

jor faults, to provide increased resolution in 

areas of rapid deformation.
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the capabilities of the SCIGN, BARD, EBAR, NBAR, 

SBAR, PANGA, and AKDA specialized geodetic net-

works.

PBO will consist of four elements. The fi rst is a 

backbone network of GPS receivers to provide a 

long-wavelength, long-period synoptic view of the 

entire plate boundary zone. The network will ex-

tend from Alaska to Mexico and from the west coast 

to the eastern edge of the North American Cordille-

ra. Receiver spacing will be approximately 200 km, 

and the data will be integrated with InSAR data (see 

next section), when and where available, to defi ne 

the regional component of the strain fi eld. 

PBO’s second element consists of focused dense 

deployments in tectonically active areas, such as 

along the San Andreas fault system and around 

young magmatic systems. These regions require 

the greatest temporal resolution, and thus inte-

grated networks of borehole strainmeters and GPS 

receivers will be deployed around these features 

with instrument spacing of 5-10 km. On the order 

of 1000 observing sites (5 long base strainmeters, 

175 borehole strainmeters and 800 GPS receivers) 

will be required to cover the most active tectonic 

regions of western conterminous United States and 

southern Alaska, and about 100 GPS receivers to 

complete the backbone network. 

PBO’s third element is a pool of 100 portable GPS 

receivers for temporary deployment for densifying 

areas not suffi ciently covered by continuous GPS. 

These systems will provide observations in unmoni-

tored regions and provide a rapid response capabil-

ity to detect strain transients following earthquakes 

and volcanic eruptions. 

The fourth element of PBO will include the estab-

lishment of a national center for the storage and 

retrieval of digital imagery and geochronological fa-

cilities to support geologic and paleoseismic studies 

in the PBO.

3.4. InSAR: Interferometric 
Synthetic Aperture Radar

Although not included under this request for MRE-

FC support, an Interferometric Synthetic Aperture 

Radar (InSAR) satellite mission would provide spa-

tially continuous strain measurements over wide 

geographic areas. Plans are underway to develop a 

dedicated InSAR mission as an integral part of the 

EarthScope Observatory. This new capability will 

enable: (a) synoptic mapping of surface displace-

ments before, during, and after earthquakes or vol-

canic eruptions, (b) imaging the time evolution of 

these geologic systems, providing unique insights 

into the mechanics of fault loading and earthquake 

rupture, (c) mapping of strain accumulation across 

broad tectonic zones, potentially highlighting zones 

of strain concentration, (d) inferences to be made 

about the sources, migration, and dynamics of 

magma movement through a volcanic system that 

may lead to an eruption, and (e) improvements in 

our understanding of the rheology of the crust and 

upper mantle. InSAR images will also provide a tool 

for mapping subsidence induced by petroleum pro-

duction and ground water withdrawal, as well as for 

studying poroelastic effects induced by fault move-

ments and other forms of crustal deformation.

InSAR will be an important contributor to PBO 

in that spatially continuous, but intermittent, 

InSAR images complement continuous GPS point 

measurements. A dedicated InSAR mission would 

greatly enhance PBO science objectives. The opti-

mum characteristics are dense spatial (100 m) and 

temporal (every 8 days) coverage of the entire plate 

boundary with vector solutions accurate to 1 mm 

over all terrain types. Existing and planned inter-

national SAR missions cannot deliver the required 

data. Also, free and open distribution of these data 

to the scientifi c community is fundamental to the 

rapid progress of InSAR and PBO science. This has 

not been the case for previously planned and ex-

isting SAR missions. Thus, recognizing the leading 

role NASA will play in a possible SAR mission, and 



Part I. Science Needs and Project Overview 

11

the long lead time for mission development, the 

Earth sciences community has started to work with 

NASA, NSF, and the USGS to begin planning for a 

science-driven mission.

3.5. Synergy Among EarthScope 
Components

The design of the EarthScope Observatory, both the 

choice of instrumentation and deployment strategy, 

follows directly from the scientifi c questions that 

we seek to solve. The primary measurements are 

seismic ground motion and crustal deformation at 

temporal scales ranging from fractions of a second 

to millennia, and spatial scales from meters to thou-

sands of kilometers. The design of the observatory 

and its components are not constrained by techni-

cal limitations of the sensor elements. Rather, the 

design is primarily constrained by the tradeoff in 

cost and logistical complexity related to making the 

multitude of observations at the necessary spatial 

and temporal resolution over the entire continent. 

The observatory has been designed to maximize 

the scientifi c return, while remaining tractable with 

respect to cost and logistics. The science and de-

sign characteristics have been the subject of several 

workshops and form the basis of the implementa-

tion plans discussed in Part III of this proposal. 

Each scientifi c question has its own set of required 

observations, and most of these use observations 

from at least two Earthscope Observatory compo-

nents. For example, constraining the evolution and 

dynamics of the North American continent requires 

the synoptic imaging of the continental lithospheric 

and underlying mantle seismic velocity over the en-

tire continent, so as to provide fi rst-order estimates 

of regional-scale variations in structure and physi-

cal properties. High-resolution seismic imaging of 

the crust and mantle must be linked with surface 

manifestations of these deep structures, through 

detailed geological analyses. Actively deforming 

westernmost North America offers a special op-

portunity to observe the processes that change 

the continents in real time. In this case, geodesy 

provides a new class of observations. In particu-

lar, measurements of decadal surface deformation 

will provide a detailed map of the present-day 

strain-rate fi eld over the entire tectonically active 

plate boundary zone. Detailed characterization of 

post-seismic deformation of large earthquakes (or 

other known sources of stress) provides a means 

of estimating vertical variations in the continent’s 

rheology. Comparisons between decadal estimates 

of strain rate and geologic estimates of long-term 

(Holocene and Quaternary) strain rates provides a 

direct constraint on the recent evolution of western 

North America. 

The study of magmatic processes necessitates an 

image of the magmatic system at depth, as well as 

the observation of transient deformation within the 

crust, transient deformation that is the direct result 

of the general movement of magma and associated 

fl uids at depth, as well as a result of the eruption 

process. This requires the measurement of defor-

mation with high spatial resolution at the surface 

(through GPS, borehole strainmeters and InSAR) 

and at depth (through observations of seismicity), 

the ability to measure strain transients with time 

constants ranging from seconds to decades, and the 

high-resolution seismic imaging of the magmatic 

system in the crust and upper mantle. 

Of the scientifi c problems described earlier that can 

be addressed by the integrated Earthscope Obser-

vatory, we will use the study of earthquake physics 

as one example of how the design of the Earthscope 

Observatory yields a powerful collection of inter-

connected geophysical and geological observations. 

A signifi cant increase in our understanding of the 

earthquake process requires detailed images of 

the fault system in the crust and upper mantle, a 

characterization of the interseismic (decadal and 

longer) strain fi eld, deformation transients related 

to the occurrence of seismic events (at the surface 

and at depth), the history of faulting over several 

earthquake cycles, and the direct measurement of 

fault properties, such as stress and pore pressure. 
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The Earthscope Observatory provides a means of 

obtaining all of these observations. Our study of the 

San Andreas fault system illustrates this compre-

hensiveness. It is our primary natural laboratory for 

studying the earthquake process, because of its ac-

cessibility to observation and relatively high level of 

current knowledge. It is thus an area of concentrat-

ed EarthScope instrumentation. It constitutes the 

largest geodetic cluster contained within the obser-

vatory, it will also be the primary imaging target of 

USArray in western North America, and will be the 

site of SAFOD. It provides an illustration of how the 

EarthScope observatory has been designed, and 

how its components fi t together. 

Measuring earthquake-related deformation. 
The plate boundary zone across the San Andreas 

system is on the order of 100 km wide and contains 

from one to three primary active faults, with nu-

merous lower-slip-rate faults. We seek to accurately 

resolve, through the deployment of GPS receivers, 

the decadal deformation associated with the vari-

ous faults; this consideration has guided the pro-

posed cross-fault station density. Observation of 

transient deformation requires both strainmeters 

and GPS receivers, which will be deployed in clus-

ters along and across the fault system. To maximize 

event detection, these dense networks will be de-

ployed on sections of the San Andreas fault system 

where slip rates are high and instrumentation can 

be located closest to zones of earthquake nucle-

ation and aseismic slip. These point estimates of 

deformation will be augmented by broad-scale im-

ages of the fault system provided by InSAR.

Retrieving seismic images of the crust and 
mantle. It is essential to obtain a detailed seismic 

image of the San Andreas fault system. We expect 

that an entire suite of fault imaging studies will be 

conducted such as detailed tomographic images of 

the fault zone as well as fault-produced offsets in the 

Moho and other refl ectors (through active source 

seismic experiments). Regional studies of the struc-

ture of the deeper crust and upper mantle beneath 

and near the fault system will provide important 

constraints on variations in crustal composition 

and rheology that are essential to understanding 

the driving mechanism for the geodetically defi ned 

deformational fi eld. 

Measuring stress/material properties of the 
seismogenic crust. While we can accurately mea-

sure deformation at the surface, and observe seis-

micity at depth as a proxy for deformation, we ulti-

mately seek the physical basis for these variations, 

and the stresses that produce fault-related deforma-

tion. In order to link deformation to stress requires 

knowledge of fault rheology. SAFOD provides such 

information as well as direct measurements of 

seismogenic stress. 

Paleoseismology. A full understanding of the 

earthquake process requires constraints on the 

history of deformation over several earthquake 

cycles. An intensive paleoseismic component of 

Earthscope will provide this essential, long-term 

history of the faulting process. 

Seismicity. The EarthScope Observatory will 

greatly benefi t from existing instrumentation sys-

tems within the Earthscope deployment region. 

One excellent example of this is observations of 

seismicity. Seismicity is currently the most direct 

constraint available regarding deformation occur-

ring at seismogenic depths within the crust; these 

observations complement surface observations. 

Seismicity will be monitored in two ways: (1) three-

component borehole seismometers will be deployed 

with each of the borehole strainmeters, providing 

some coverage in seismogenic and magmatically 

active areas, and (2) whenever possible, GPS re-

ceivers will be collocated with the existing regional 

seismic networks of the ANSS, so that detailed seis-

micity maps will be available wherever there are 

concentrations of geodetic instrumentation. There 

are nearly 600 sites where such collocation appears 

feasible and PBO and USArray are working closely 

with the USGS and regional networks to take full 

advantage of this opportunity.
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stages of the USArray initiative to enhance its 

scientifi c goals, better defi ne its multidisciplinary 

character, and identify ways in which USArray can 

best be used to advance Earth science research, ed-

ucation, and outreach. The workshop also included 

discussions of how the Earth science community 

can work together with NSF to enhance support 

for our research endeavors—through development 

of compelling scientifi c studies, through integra-

tive community projects such as USArray, through 

clear statements of our long-term science goals, and 

through enhanced public appreciation for Earth 

science research. Workshop attendees provided 

NSF with a white paper (see www.EarthScope.org/

usarray/usarray_assets/USArray_wtpaper.pdf) sum-

marizing the results of the USArray workshops, 

which served as one component of the EarthScope 

planning process.

Development of the PBO Initiative 

The PBO initiative got its start in 1995 with two 

meetings, one at the Carnegie Institution of Wash-

ington, and another at the IRIS Annual Workshop. 

The focus of these meetings was to establish a com-

prehensive system for observing deformation along 

the Pacifi c-North American plate boundary. It was 

clear that a variety of fi rst-order scientifi c questions 

required such a system, from the physics of earth-

quakes and magmatic systems to the evolution and 

dynamics of the plate boundary system. This initia-

tive was discussed further at the IRIS instrumenta-

tion workshop in the fall of 1997. In January 1998, 

leaders of the geophysics community sent a let-

ter to NSF advocating the establishment of a Plate 

Boundary Observatory. 

4.1. Planning Workshops

Development of the USArray Initiative

Over the past few years, there has been discussion 

within the seismology community of the opportuni-

ties, both scientifi c and technical, for an initiative 

to improve the resolution at which we can image the 

structure of the continental lithosphere and mantle, 

and to merge seismological results with other Earth 

science investigations. At the same time, there is 

growing interest in the use of dense deployments 

of broadband seismometers to investigate deep 

Earth structure. These discussions culminated in a 

workshop in March 1999 in Albuquerque, NM. Over 

90 Earth scientists, with representatives from aca-

demia, the USGS, regional seismic networks, and 

NSF, attended the workshop, jointly sponsored by 

NSF and the IRIS Consortium. 

At the fi rst USArray workshop, seismologists and 

geologists discussed the design and implementation 

of an ambitious plan to explore, image, and develop 

an integrated understanding of North American 

geology and deep Earth structure. Workshop par-

ticipants helped defi ne the technical components 

of the USArray facility, identifi ed scientifi c goals, 

and discussed an operation and management 

scheme for the facility. The Albuquerque workshop 

led to substantial enthusiasm and momentum for 

USArray and increased recognition that this ini-

tiative should integrate geological and geophysical 

investigations into a single unifi ed effort to best 

achieve its scientifi c goals. 

The community held a second workshop in Sep-

tember 1999 in Houston, TX to integrate a diverse 

group of Earth scientists into the early planning 

4. Project Planning and 
Development 
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Figure I-4. Top. A New View Into Earth, April 2001, 9 pp. This sum-

mary of the EarthScope project was written for general audiences. 

Bottom. A New View Into Earth: EarthScope Project Plan, October 

2001, 36 pp. An overview of the EarthScope project, including de-

scriptions of science themes, component observational systems, data 

management, education and outreach, and implementation plans. 

Go to www.earthscope.org/links_pubs/index.html to download a 

copy of these documents. 

In response to increased community interest in 

the initiative, and with the encouragement of NSF, 

160 participants attended the fi rst PBO workshop 

in October 1999 (sponsored by NSF, USGS, NASA, 

SCEC, UNAVCO, IGPP-Scripps). The presentations 

and discussions at that meeting provided the basis 

for the PBO White Paper, published in March 2000. 

This document laid out the scientifi c justifi cation 

and general deployment strategy for the PBO initia-

tive (http://www.earthscope.org/pbo/related_pubs/

rel_pubs.html). This effort was followed up by a 

second workshop in October 2000, attended by 

more than 120 participants (sponsored by NSF, 

USGS, NASA, SCEC, UNAVCO, IRIS). The primary 

goal of this second workshop was to develop a more 

focused deployment plan that would maximize 

PBO’s scientifi c return. Participants accomplished 

this task in a novel way, by proposing, in advance 

of the meeting, the placement of instrumenta-

tion to address particular scientifi c problems. The 

workshop steering committee received more than 

50 such mini-proposals (http://www.scec.org/pbo). 

They were judged on the basis of scientifi c merit by 

two panels, and with the assistance of representa-

tives from NSF. The present deployment plan given 

in this proposal is the direct result of that process. 

At this meeting, participants also recommended 

that PBO should be managed by the UNAVCO Con-

sortium. This recommendation forms the basis of 

the current PBO management plan. 

There have been subsequent workshops which fo-

cused on specifi c PBP components. For example, 

the geological component (geoPBO), critical for un-

derstanding the long-term deformational history of 

the plate boundary, held a workshop in May 2001. 

In fall 2002, the community held a workshop on 

magmatic systems. Small workshops in March 2002 

in Seattle, and May 2002 in La Jolla, ensured that 

there would be close collaboration with our Cana-

dian and Mexican colleagues. 

Through this series of workshops, the PBO initia-

tive has benefi ted from the combined expertise of 

a broad segment of the geophysical and geological 

community. Guided by a dedicated steering com-

mittee over the last three years, this initiative now 

enjoys the enthusiastic support of the Earth science 

community. 

Development of the SAFOD Initiative 

While the idea of drilling into the San Andreas fault 

has arisen many times over the past several decades, 

the SAFOD project had its origin in December 1992 

View
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 Into Earth
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with a workshop at the Asilomar Conference Cen-

ter in Pacifi c Grove, California. The purpose of this 

workshop, attended by 113 scientists and engineers 

from seven countries, was to initiate a broad-based 

scientifi c discussion of the issues that could be ad-

dressed by drilling and experimentation within the 

San Andreas fault zone, to identify potential drill-

ing sites, and to identify technological develop-

ments required to make this drilling possible. Soon 

after the Asilomar Conference, the SAFOD working 

group devised an experimental plan for SAFOD to 

penetrate the San Andreas fault zone at 4 km depth 

and at a place where the fault is currently slipping 

through a combination of small to moderate earth-

quakes and fault creep. By targeting an “active” 

patch of the fault, such an experiment allows us 

to address a number of important issues related to 

the physics of earthquake rupture nucleation and 

propagation and to the transition from creeping to 

locked fault behavior. Also, we can use the ongoing 

deformation and seismicity to tell us the precise 

location of the active trace of the fault where it is 

penetrated by the borehole—an important param-

eter in interpreting data and samples obtained from 

the fault zone. 

Participants identifi ed eighteen segments of the 

San Andreas fault system at the Asilomar Confer-

ence as being potentially suitable for fault-zone 

drilling. Starting in 1993 we then held three site-

characterization workshops at the USGS in Menlo 

Park and one conference at the Marconi conference 

center in Marshall, California. The fi nal site for the 

SAFOD experiment was then decided upon, when it 

became clear that the Middle Mountain site at Park-

fi eld was the best place to conduct the proposed 

experiment because surface creep and abundant 

shallow seismicity allow us to accurately target 

the subsurface position of the fault. Also, there is 

a clear geologic contrast across the fault, with shal-

low granitic rocks on the west side of the fault and 

Franciscan melange on the east. The granitic rocks 

provide for good drilling conditions. Finally, this 

segment of the fault has been the subject of an ex-

tensive suite of investigations establishing its geo-

logical and geophysical framework and is centered 

within the most intensively instrumented part of a 

major plate-bounding fault anywhere in the world, 

as a consequence of the Parkfi eld Earthquake Pre-

diction Experiment. A critical review of this experi-

ment is the subject of the Hager Committee Report 

(1994) to the National Earthquake Prediction 

Evaluation Council, in which it was concluded that 

“Parkfi eld remains the best identifi ed locale to trap 

an earthquake.”

Once the Middle mountain area was selected as the 

optimum area for the project, a series of intensive 

geophysical and geological studies were performed 

to select the optimal drill site. These included a 

high-resolution seismic refl ection survey, an ac-

tive source MT profi le, closely spaced aeromagnetic 

profi les were fl own over the site area and dense 

gravity measurements were collected. Once these 

data were synthesized with geologic information a 

comprehensive model of the shallow crust in the 

likely drilling area was developed. 

In June/July 2002 a successful 2-km-deep pilot hole 

was drilled at the site that was judged to be optimal 

for the possible location of SAFOD. Site prepara-

tion, drilling and logging costs for this project were 

provided by the International Continental Drilling 

Program (ICDP). Drilling was accomplished without 

appreciable diffi culty, the geologic model developed 

for the site was confi rmed, a series of geophysical 

measurements were obtained in the borehole and a 

vertical array of seismometers was deployed in the 

borehole. 

4.2. Exploring Science Opportunities

Defi nition of targets and opportunities for 

EarthScope science was a key component of each 

of the early planning workshops during the evolu-

tion of EarthScope. The reports of these meetings 

provide a component-specifi c summary of the 

research needs that USArray, PBO, and SAFOD 
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were designed to support. To continue to develop 

ways to most fully exploit the measurements pro-

vided by the various observational components of 

EarthScope, approximately 200 Earth scientists as-

sembled in Snowbird, UT on October 10-12, 2001 

for the fi rst “pan-EarthScope” science workshop. 

Discussions in working groups centered on the 

ways that EarthScope could contribute to solving 

fundamental questions of continental structure and 

evolution, ranging in temporal scale from those 

events responsible for forming North America over 

the last 4 billion years to those sudden events that 

sweep away the concept of a “stable” Earth—the 

earthquakes, landslides, and volcanic eruptions 

that constitute substantial hazards to humanity. 

The report “Scientifi c Targets for the World’s Larg-

est Observatory Pointed at the Solid Earth” (Figure 

I-5) provides a broad-ranging examination of the 

major issues of continent formation and the fac-

tors controlling its current dynamic behavior, and 

explores the many ways in which EarthScope can 

contribute to answering these fundamental ques-

tions including discussion of what additional data-

sets, modeling efforts, and education and outreach 

are necessary to maximize the scientifi c return 

from EarthScope.

4.3. Interagency and International 
Collaboration and Coordination

EarthScope is a multi-agency, national program 

with important roles being played by NSF, USGS, 

NASA, and other federal agencies. Partnerships are 

being developed with state agencies, regional seis-

mic networks, organizations in Mexico and Canada, 

and the ICDP. EarthScope activities are built on a 

number of existing interactions among university 

research groups and federal agencies and a wide 

range of current and planned research projects in-

volving numerous scientists at national and inter-

national institutions. In particular, resources from 

Earth observing and monitoring programs at the 

USGS and NASA will be extensively used to maxi-

mize EarthScope’s scientifi c return.

As PBO instruments are installed and USArray sys-

tematically traverses the continent, there will be 

numerous opportunities for a wide variety of inter-

actions between academic researchers and federal 

and state agencies involved in research, education, 

public policy, and resource assessment. Much of the 

EarthScope data and results will be of interest to 

state geologists in hazard evaluation (seismic, vol-

canic, landslides), and assessment of mineral and 

water resources. Lithospheric imaging will add to 

our fundamental knowledge about Earth structure 

and provide data directly to, and benefi t from, state 

geological mapping projects. EarthScope—especial-

ly as manifested in USArray and PBO—is intended 

to provide an evolving regional framework for a 

broad spectrum of Earth science investigations. 

The PBO array will depend on regional networks 

being installed or already in place—400 continuous 

GPS and 45 borehole strainmeters. Their installa-

Figure I-5. EarthScope Workshop Report: Scientifi c Targets for the 

World’s Largest Observatory Pointed at the Solid Earth, March 

2002, 56 pp. This is a report of the workshop held in Snowbird, 

UT, and attended by 200 Earth scientists. The report summarizes 

the workshop discussions, divided according to the broad scientifi c 

themes. Go to www.earthscope.org/links_pubs/index.html to down-

load a copy of this document.
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tion was done with support from NSF, USGS, NASA, 

and the W.M. Keck Foundation. Support for opera-

tion and maintenance of these systems is currently 

being provided through a partnership of NSF, USGS, 

and NASA, and will continue as a contribution to 

PBO. A further NASA contribution is support of the 

International GPS Service (IGS), which provides 

precise satellite positions essential for PBO data 

analysis. The PBO community has been working 

with NOAA/National Geodetic Survey to formally 

develop GPS references as legal benchmarks for the 

surveying community in regions of active crustal 

deformation such as southern California. This in-

valuable civil-use concept will be applied to the en-

tire PBO GPS array.

USArray’s instrumentation and scientifi c goals 

complement initiatives underway by the USGS 

and state partners to install the Advanced National 

Seismic System (ANSS). The USGS is working with 

state and university partners to develop ANSS to 

meet mission requirements in earthquake hazard 

assessment and mitigation. A signifi cant component 

of ANSS focuses on urban areas with high seismic 

hazard. USArray goals are to illuminate structure 

and understand dynamics of the lithosphere and 

deeper mantle, which requires densifi cation of the 

USGS National Seismic Network (a part of ANSS) 

and uniform coverage of the continent. There is a 

clear synergy between ANSS and the requirements 

of the Backbone Network for USArray. The coor-

dination between ANSS and USArray will create 

a single, integrated network of ~130 high-quality, 

permanent broadband seismic stations across the 

country to meet the goals of all constituencies. All 

data from this integrated network will be available 

in a single data stream to both communities. Coor-

dination of these two initiatives is an excellent ex-

ample of interagency cooperation and cost sharing 

and continues the long-standing working relation-

ship between NSF, the USGS, and state agencies in 

the support of permanent seismic networks.

The SAFOD community has been working with 

USGS, various universities, LLNL, and Sandia to 

develop a prototype downhole instrument package 

that will be an integrated multiple sensor system 

within a single re-deployable module. A 3-km hole 

in Long Valley, California and a SAFOD pilot hole 

are being used as test sites for downhole instrument 

development. Together, SAFOD, PBO, and USArray 

instruments deployed in the region, in addition to 

the existing USGS facilities deployed at the surface, 

will result in an unparalleled and extraordinarily 

comprehensive earthquake monitoring system. 

The SAFOD project will be carried out in collabo-

ration with, and with logistical support from, the 

ICDP. The ICDP is a consortium of nine countries 

engaged in a variety of types of scientifi c drilling 

projects around the world. The comprehensive data 

base system, real-time cuttings and gas monitoring 

capabilities and engineering expertise were quite 

valuable in the pilot hole experiment and will be 

extremely valuable in the SAFOD experiment. 

While EarthScope is focused primarily on the de-

velopment of facilities to probe the continental 

lithosphere of the United States, the structures 

and processes to be studied are not limited by 

geographical or political borders. Discussions have 

been initiated with Canada and Mexico to extend 

the observations north and south of the U.S. bor-

der and links to the oceanographic community are 

being pursued to provide offshore observations on 

the continental shelf and beyond. The Canadian 

Earth science community is completing a national 

project, Lithoprobe, that has served, in part, as a 

model for EarthScope. Collaborative U.S.-Canadian 

projects were carried out as part of Lithoprobe and 

provide a basis for future interactions. A recently 

funded project, “POLARIS,” is based on scientifi c 

targets and technologies that are similar to USArray 

and discussions have already been held to combine 

resources and merge observations. Observations in 

Canada will be essential to a full study of the west-

ern North America plate boundary and Canadian 

representatives have been included in the planning 

workshops for PBO.
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5.1. Management of Project 
Execution

The EarthScope facility management will oversee 

the installation and operation of the EarthScope 

facility as funded by NSF through the MREFC 

program under cooperative agreements with IRIS, 

UNAVCO, and Stanford University. The separate 

task of coordinating EarthScope science and edu-

cation activities for NSF will occur through the 

EarthScope Science and Education Committee. 

The management structure for the EarthScope fa-

cility is designed to ensure that the project is in 

compliance with NSF policies and procedures and 

federal regulations, and to be both representative 

and accountable to the community at large. It is 

based on the principles of broad and equal com-

munity representation for the major components 

of EarthScope, while providing NSF with a single 

point of contact.

The EarthScope facility will be managed by the 

EarthScope Facility Offi ce, an independent le-

gal organization with by-laws. Management of 

the EarthScope facilities will be vested in the 

EarthScope Facilities Executive Committee. 

The Executive Committee will be chaired by 

the EarthScope Facility Project Director. The 

EarthScope Facility Project Director will serve as 

the single point of contact for NSF on overall man-

agement of the EarthScope facility. The Project 

Director will submit quarterly reports and provide 

quarterly briefi ngs to NSF, identifying progress 

made relative to the timelines and milestones iden-

tifi ed in the EarthScope program plan. The Execu-

tive Committee will consist of seven members: the 

EarthScope Facility Project Director, the Principal 

Investigators of the USArray, PBO, and SAFOD pro-

grams, and a selected representative from the IRIS 

Executive Committee, the UNAVCO Board, and the 

SAFOD management team. The Executive Commit-

tee will perform on-going evaluations to determine 

progress against the Baseline Project Defi nitions. 

They will review the on-going management proce-

dures, work breakdown schedules, milestones, and 

risk mitigation strategies. The Executive Commit-

tee will review any signifi cant deviations from the 

original design plans and critical risk mitigation 

decisions, and make recommendations to NSF 

through the EarthScope Facility Project Director 

to ensure that the project remains on schedule and 

within cost and that it meets intended design goals 

and infrastructure needs of the scientifi c commu-

nity.

5.2. Education and Outreach

Although the primary motivation for EarthScope 

is grounded in fundamental advances in scientifi c 

discovery, the initiative also provides a spectacular 

opportunity for a focused education and outreach 

program that will reach the general public, K-16 stu-

dents and faculty, and Earth science professionals. 

EarthScope will capitalize on the public’s natural 

curiosity about our dynamic planet by providing all 

Americans with new insights into how Earth works. 

The national scope of instrument deployments 

will provide education and outreach opportunities 

across the country for many years, while the local 

nature of the deployments will make the initiative’s 

scientifi c investigations and discoveries relevant for 

educational efforts on a region-by-region basis.

5. Management and 
Implementation
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Figure I-6. EarthScope Education & Outreach Program Plan: An 

Unprecedented Opportunity for Education and Outreach in the Earth 

Sciences, November 2002, 52 pp. This is a detailed plan includes 

a proposed EarthScope Education and Outreach Network (EON), 

consisting of a national EON offi ce, a variety of local EON alliances, 

and numerous partners. Go to www.earthscope.org/links_pubs/

index.html to download a copy of this documents.

EarthScope is emerging at a time when there is 

growing national awareness of the need to improve 

science education, coupled with an appreciation 

of the opportunities offered by Earth sciences to 

engage students at all levels in the exploration of 

the world around them. The nature of the decade-

long experiment will provide many opportunities 

for citizens of all ages to participate in scientifi c 

inquiry and discovery alongside EarthScope sci-

entists. With strong encouragement and support 

from NSF and other federal agencies, education 

programs are becoming an integral part of Earth 

science facilities and research programs. The Earth 

science community—from major research facilities 

to professional societies, government agencies, and 

individual scientists—is building educational links 

to resources primarily established for research. In 

addition, a growing number of Earth scientists are 

actively pursuing educational initiatives as a formal 

part of their research. Providing real-time access 

to the rich data sets, along with tools and materi-

als that create opportunities for citizens to explore 

and understand these data, will be an important 

EarthScope activity.

EarthScope’s national scale and breadth of associat-

ed research is unprecedented in the Earth sciences. 

It has the potential to spawn new areas of discovery 

in ways similar to the Human Genome project for 

the biological sciences. We anticipate an education 

and outreach program that conveys both the excit-

ing results that emerge from EarthScope’s national 

scientifi c effort, and perhaps as importantly, the 

nature of our scientifi c method. For example, as 

USArray moves from region to region, the education 

and outreach efforts will highlight both important 

regional questions and an emerging (and changing) 

continental-scale picture. This process will provide 

a genuine example of how our scientifi c thinking 

often changes as new data become available. In ad-

dition, the rich data sets will provide new ways to 

help students make their own discoveries, thereby 

understanding Earth more deeply. EarthScope will 

be able to capitalize on the excitement created by a 

huge science experiment in one’s own backyard.

5.3. Anticipated Products 
and Results

As a NSF facilities program, a primary responsibil-

ity of EarthScope will be to serve and enhance the 

scientifi c research programs of the Foundation’s 

Directorate for Geosciences and Division of Earth 

Sciences. The data collected by EarthScope will 

serve as a primary resource for the next decade for 

geophysical and geological studies of North Amer-

ica and the entire Earth—from crust, to mantle 

and core—for investigations of continental defor-

mation, and for improving our understanding of 

earthquakes. EarthScope offers us an opportunity 

for a new integrated approach to the way we con-

duct Earth science experiments in North America. 

A national program on the scale of EarthScope can 
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catalyze solid-Earth science research and help or-

ganize this discipline’s contribution to Earth sys-

tem science in North America. 

The resources and results from EarthScope will fi nd 

wide application in a variety of issues of growing 

societal need by advancing our understanding of 

natural hazards and natural resources throughout 

North America. The USArray’s Flexible Array will 

be a powerful tool for focussed studies of natural 

hazards such as magma movement around active 

volcanoes in the Pacifi c Northwest. The Flexible Ar-

ray will also extend the instrumentation available 

for attacking a wide range of problems in funda-

mental studies in earthquake dynamics, fault zone 

imaging, characterization of fault zone properties, 

and movement on faults in seismically active re-

gions. The fl exible component of USArray will also 

provide a unique resource for basin studies to char-

acterize the potential for strong ground motions in 

urban areas. 

Different EarthScope elements will also provide in-

formation on local and regional scales useful to re-

source managers. The high-frequency instruments 

in USArray’s Flexible Array will be available for 

three-dimensional regional groundwater resource 

assessment and management studies. For example, 

studies of the detailed geometry of aquifers around 

major western metropolitan areas are underway, 

but will be strengthened by the ability to study 

specifi c basin bounding faults, ground subsidence, 

and basin velocity and density structure. Explora-

tion for oil and gas and mineral resources has tradi-

tionally been the job of private industry, but using 

the Canadian Lithoprobe Experiment as an analog, 

the fl exible array can be used to help improve our 

understanding of subsurface structures beneath ba-

sins. Industry and state geological surveys will be 

able to use the detailed tectonic framework of the 

continent that emerges from EarthScope as a re-

source for mineral and energy exploration. 

The most fundamental PBO product will be daily 

position estimates and strainmeter time series. 

For borehole strainmeter data, a daily time series 

will be produced that applies corrections for solid 

Earth tides, barometric pressure corrections, and 

any exponential trends resulting from grout cur-

ing and known seasonal signals. For long baseline 

strainmeters, the data product will be an edited 

time series with bad data points removed, spuri-

ous offsets removed (strain measurement, and end-

monument corrections from the anchors) and end-

monument motions, laser frequency, and vacuum 

level corrections applied to the series. A PBO sta-

tion velocity and strain map that will be updated on 

a regular basis. Some level of geophysical modeling 

of the PBO data may also take place to guarantee 

the quality and suffi ciency of the data to meet PBO 

research goals. In addition, geophysical modeling 

and development of model products will be a com-

ponent of the associated PBO research program.

All EarthScope components will have direct links 

to programs in earthquake research carried out by 

USGS and other federal and state agencies. In some 

cases, the link will be direct, as in the siting and op-

eration of permanent stations and coordination in 

station siting and data exchange between regional 

networks and the Transportable Array. In other 

cases, the links will be indirect, as in the feedback 

between improvements in crustal velocity models 

and the earthquake location capabilities of national 

and regional networks. The USGS and the univer-

sity community have a long and fruitful history 

of cooperative studies under the National Earth-

quake Hazards Reduction Program (NEHRP), and 

EarthScope’s resources will greatly extend these 

interactions. Plans for USArray and PBO have been 

carefully coordinated with the USGS and regional 

networks responsible for monitoring of earthquakes 

and crustal deformation, especially during the de-

velopment of the USGS’s ANSS. The ANSS plan is 

directed primarily at permanent seismic stations 

to provide continuous observation of earthquake 

and their effects across the nation, in support of 
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the USGS mission as part of NEHRP. EarthScope 

will expand the data and facilities available for 

earthquake studies in both routine operations with 

permanent stations and in targeted studies of faults 

and earthquake dynamics using portable instru-

ments. The instruments of the fl exible component 

of USArray will provide a unique resource for basin 

studies, in the tradition of those carried out recent-

ly in Seattle and Los Angeles with portable instru-

ments and joint NSF/USGS funding. These will be 

important in characterizing the potential for strong 

ground motions in urban areas.
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EarthScope is a set of integrated and distributed 

multi-purpose geophysical instrumentation that 

will provide the observational data needed to sig-

nifi cantly advance our knowledge and understand-

ing of the structure and dynamics of the North 

American continent. One element of EarthScope is 

USArray, a dense array of high-capability seismom-

eters, to improve greatly our resolution of the con-

tinental lithosphere and deeper mantle. USArray’s 

hierarchical design will allow us to capture im-

ages that span the continuous range of scales from 

global, through lithospheric and crustal, and from 

regional to local.

USArray consists of three major elements: (1) a 

Transportable Array, (2) a Flexible Array, and (3) a 

Backbone Network of permanent stations.

1.  The core of USArray is the Transportable Ar-
ray, a telemetered array of 400 broadband seis-

mometers, deployed in the United States. The 

array is designed to provide real-time data from 

a regular grid with dense and uniform station 

spacing of ~70 km and an aperture of ~1400 km. 

The Transportable Array will record local, re-

gional, and teleseismic earthquakes to produce 

signifi cant new insights into the earthquake 

process, provide resolution of crustal and upper 

mantle structure on the order of tens of kilome-

ters, and increase the resolution of structures in 

the lower mantle and at the core-mantle bound-

ary. The Transportable Array will roll across the 

country with 18-24 month deployments at each 

site. Multiple deployments will cover the entire 

continental United States and Alaska over a pe-

riod of 10-12 years. When completed, the array 

will provide unprecedented coverage for 3-D im-

aging from ~2000 seismograph stations. While 

the initial focus of USArray is coverage within 

the United States, extensions of the array into 

neighboring countries and onto the continental 

margins in collaboration with scientists from 

Canada, Mexico, and the ocean sciences com-

munity would be natural additions to the initia-

tive.

2. As a complement to the Transportable Ar-

ray, USArray’s Flexible Array will include a 

pool of ~2400 portable instruments (a mix of 

broadband, short period, and high frequency 

sensors) that can be deployed using fl exible 

source-receiver geometries. These instruments 

will permit high-density, shorter-term observa-

tions, using both natural and explosive sources, 

of key geological targets within the footprint of 

the larger Transportable Array, for example, at 

the SAFOD site. Many important targets are 

amenable to investigation with the Flexible Ar-

ray, including: the depth extent of faults, magma 

chamber dimensions beneath active volcanoes, 

the relation between crustal tectonic provinc-

es and mantle structure, the shape of terrane 

boundaries, the deep structure of sedimentary 

basins and mountain belts, and the structure 

and magmatic plumbing of continental rifts. 

Linked with coordinated geological, geochemi-

cal, and geodetic studies through the broader 

EarthScope initiative, this USArray component 

can address a wide range of problems in conti-

nental geodynamics, tectonics, and earthquake 

processes. Examples include imaging the conti-

nental arc system in the Cascades from slab to 

edifi ce, examining the deep roots of the North 

American craton and paleotectonics by which 

the craton was formed, imaging both ancient 

and modern orogens and rifts to explore vari-

ability in continental tectonics, identifying the 

role of the mantle lithosphere during orogenesis 

and rifting, and unraveling the relationship be-

tween deep processes and surface features.

1.1. Overview
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3.  A third element of USArray is the development 

of a Backbone Network, through augmenta-

tion of permanent stations of the USGS National 

Seismic Network (NSN) and the IRIS/USGS 

Global Seismographic Network (GSN). Relative-

ly dense, high-quality observations from a conti-

nental network with uniform spacing of 300-350 

km are important for tomographic imaging of 

deep Earth structure, providing a platform for 

continuous long-term observations, and estab-

lishing fi xed reference points for calibration of 

the Transportable Array. Some stations of the 

Backbone Network will be equipped with contin-

uous GPS receivers. This permanent component 

of USArray will be coordinated with the USGS 

and complements the initiative underway at the 

USGS to install an Advanced National Seismic 

System (ANSS).

Thirty magnetotelluric (MT) fi eld systems will be 

included in the Transportable Array, and ten will 

be installed at selected stations of the Backbone 

Network. The MT method measures electrical and 

magnetic signals related to natural fl uctuations 

of electromagnetic fi elds at Earth’s surface. Time 

variations of magnetic sources that are external 

to Earth induce telluric currents in the conducting 

Earth. The fi elds diffuse into Earth and are scat-

tered back from heterogeneities in electrical resis-

tivity. Because resistivity depends strongly on fac-

tors such as temperature and fl uid content, the MT 

method is a valuable complement to seismology.

The IRIS programs in permanent and portable 

broadband seismological observations (the Global 

Seismic Network (GSN) and the Program for Ar-

ray Studies of the Continental Lithosphere (PASS-

CAL)) have been extremely successful in revealing 

the details of global and regional variations in Earth 

structure. For example, a suite of recent PASSCAL 

experiments in the western United States has revo-

lutionized our understanding of the tectonics and 

evolution of the Pacifi c margin of North America. 

In addition, the USGS NSN has added signifi cant-

ly to our knowledge of seismicity and structure. 

There remain, however, signifi cant gaps in cover-

age by permanent seismic stations, and there are 

large areas of the United States where the details of 

lithospheric structure and the relationship between 

adjoining regions at intermediate scales remain un-

known.

USArray, along with existing permanent regional 

and national networks, will extend uniform cover-

age to the entire country allowing for a thorough 

and systematic seismological/ geophysical/geologi-

cal study of the conterminous United States. The 

combined networks of USArray will create a power-

ful tool for the Earth sciences at all scales and will 

be a natural avenue for pursuing education and out-

reach. The concept is to develop a region of focused 

study (with the associated specialized equipment) 

and move it across the country, bringing truly in-

Figure II-1.1: Spectral amplitude response characteristics of typical 

seismometers, some or all of which will be deployed in USArray. 

As one example, the very broadband Streckeisen STS-1 sensor can 

resolve both ambient Earth ground noise, as well as record on scale 

Earth tides and a magnitude 9.5 earthquake 4,500 km away.
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tegrated investigation to one region after another. 

Building on the concept of fi eld laboratories, a com-

bination of permanent and transportable observa-

tories will serve as platforms for a diverse suite of 

studies. The special appeal of this approach is that 

every part of our nation will be used as a labora-

tory in some aspect of important and interesting 

geoscience study. Virtually every educational insti-

tution will have the opportunity to take an active 

role in the investigation and, through coordinated 

education and outreach efforts, encourage an inter-

est in “real” local geology among K-12 students and 

the public.

A continent-sized array will be a powerful large-ap-

erture telescope offering an unprecedented window 

into Earth’s interior. The U.S. is an excellent loca-

tion for such a window because of the ideal source-

receiver distance from the intense seismicity of the 

western Pacifi c and South America. Broad-scale 

tomography of the upper mantle beneath North 

America will benefi t greatly from the permanent 

station spacing on the order of 300 km, while much 

higher resolution imaging of lithospheric structure 

will emerge through active and passive source seis-

mic studies, accompanied by an appropriate mix of 

other geophysical observations, using the portable 

broadband array. The expanded network of perma-

nent stations, reporting in real time to the USGS, 

will improve the detection, location, and source 

characterization of both U.S. and global seismicity.

By itself, USArray is an experiment in seismology 

and geophysics. As a framework for a coordinated 

program of broad, interdisciplinary studies of struc-

ture of a continent, it can form the basis for a uni-

fying experiment which is essentially geodynamic 

in nature and which encompasses the entire Earth 

sciences. As EarthScope evolves, each USArray de-

ployment, targeted at individual geologic provinces, 

can be the observational core for an integrated fi eld 

laboratory for the full spectrum of geoscience in-

vestigations.
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USArray will be implemented through extensions 

to the existing core programs operated by the IRIS 

Consortium (www.iris.edu). The complex mix of 

USArray technologies, operations, and manage-

ment will all be based on the well-established 

structures and procedures that have evolved over 

the past 15 years as part of IRIS operations and 

through IRIS’s successful long-term partnerships 

with the U.S. Geological Survey. As described later 

in this section, the facilities to be developed as part 

of USArray represent an approximate doubling of 

the current IRIS infrastructure in terms of numbers 

of instruments and data volume. 

The IRIS/USGS Global Seismographic Network 
(GSN) now consists of 126 stations distributed 

worldwide. The instrumentation covers the com-

plete seismic band—from free oscillation periods 

of thousands of seconds to a high-frequency limit 

of 15 Hz, and from the amplitude range of ground 

noise at the quietest sites to the largest ground mo-

tions expected from regional earthquakes. Nominal 

station spacing for the GSN is 2000 km. USArray’s 

Backbone Network will be based on GSN technol-

ogy and operational model and provide enhanced 

coverage at the station spacing of 300 km, over the 

continental United States.

The IRIS Program for Array Seismic Studies of 
the Continental Lithosphere (PASSCAL) pro-

vides portable seismic instrumentation for tempo-

rary deployments. The transportable and fl exible 

components of USArray will be based on the two 

modes of operation that have evolved within PASS-

CAL. The Flexible Array will operate in the tradi-

tional PASSCAL mode, in which instruments are 

scheduled for use in individual experiments. The 

Transportable Array will operate based on PASS-

CAL experience with the Broadband Telemetered 

Array, which has successfully developed instru-

mentation and procedures for augmentation of 

traditional PASSCAL instrumentation with radio or 

satellite communications for real-time data collec-

tion. The real-time capability greatly facilitates data 

collection and network operation, and signifi cantly 

improves data quality by allowing continuous moni-

toring of station operations. 

1.2. Management

Figure II-1.2. USArray management and oversight as related to IRIS management and governance.
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The IRIS Data Management System (DMS) is 

the repository and distribution point for all IRIS 

data. The IRIS archive now contains more than 28 

terabytes of waveform data from the GSN, PASS-

CAL, and contributing networks. All primary data, 

station metadata, and earthquake information are 

linked through a relational database management 

system that provides full access to all data. An ex-

tensive array of user tools, and a collection of stan-

dardized data packages, have been developed to im-

prove the data selection process for both research 

and education. All USArray data will be archived 

and distributed by the IRIS DMS.

Management of the USArray operations (Figure II-

1.2) will occur through the existing IRIS structures, 

with community input and guidance coming from 

three IRIS Standing Committees: the GSN Stand-

ing Committee, the PASSCAL Standing Committee, 

and the DMS Standing Committee. The IRIS Direc-

tor of Operations and the IRIS Program Coordina-

tion Committee will be responsible for integrating 

USArray activities among programs and for inter-

acting with the EarthScope Facilities management 

structure. The Program Coordination Committee 

is chaired by the Vice Chair of the IRIS Execu-

tive Committee and consists of the IRIS Program 

Managers, the Chairs of the Program Standing 

Committees, a representative from the IRIS Execu-

tive Committee and the IRIS President. USArray 

integration within the EarthScope operations will 

be coordinated with the EarthScope Facilities Ex-

ecutive Committee and the EarthScope Facilities 

Project Director, and reviewed by the EarthScope 

Science and Education Committee. 

The Backbone Network will be installed and oper-

ated in partnership with the USGS as part of the 

GSN and the ANSS. The equipment and operational 

arrangements will be similar to those currently ad-

opted by the GSN. Installation will be carried out 

by contractors working under the direction of the 

USGS staff at the Albuquerque Seismological Labo-

ratory of the USGS.
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Transportable Array 

The Transportable Array, or “Bigfoot” array, con-

sists of 400 broadband seismic stations and 30 

magnetotelluric systems. The seismic systems will 

be based on standardized instrumentation confi gu-

rations developed under the PASSCAL program for 

use in telemetered broadband arrays. USArray will 

establish the Array Operations Facility (AOF) at 

the New Mexico Institute of Mining and Technol-

ogy, where it will be managed through the PASS-

CAL program and coordinated with the PASSCAL 

Instrument Center. The AOF will be responsible for 

both Bigfoot and Flexible Array support, system in-

tegration, testing, shipping, and maintenance. Full-

time professional contract crews, managed by the 

PASSCAL program and coordinated with the AOF, 

will carry out the Bigfoot fi eld installations. In ar-

eas where there are existing regional networks for 

earthquake monitoring, USArray will collaborate 

closely with regional network operators in site se-

lection and installation, and the regional networks 

will have high priority access to all data. 

The Transportable Array will be operated by a dedi-

cated fi eld crew. The 400 stations will be deployed 

in a grid with a station spacing of ~70 km and for a 

period of ~18 months. The array will advance across 

the country in a roll-along fashion. Data from the 

stations will be telemetered to a central site. The 

exact form of the telemetry will vary depending on 

practical considerations at the sites. All forms of te-

lemetry used in USArray will 

be designed so that the wave-

form data enter the processing 

system via a TCP/IP interface. 

The Array Network Facility 

(ANF) will be established to 

monitor real-time data col-

lection from the Transport-

able Array, carry out both 

preliminary and advanced 

data quality inspections that 

will provide feedback to array 

operations in the fi eld, and co-

ordinate data delivery to the 

IRIS Data Management Cen-

ter (DMC). Real-time feeds 

of the data will be available 

to all interested scientists. As 

part of the preliminary quality 

control, events will be located 

1.3. Field Systems 

Figure II-1.3: Deployment strategy for the Transportable Array. The underlying grid shows a regu-

lar spacing of 70 km, resulting in approximately 1600 sites in the lower 48 states. Four complete 

deployments of the 400 instruments are required to cover the lower 48 states. USArray begins 

operations along the west coast, extending from Mexico to Canada and encompassing the 

SAFOD site at Parkfi eld. Western US detail shows the nominal coverage for the fi rst full deploy-

ment of the 400 instruments of the Transportable Array. Included on this map as colored symbols 

are existing sites of broadband and short-period instruments in regional networks.
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in near-real-time. Event-segmented data will be ar-

chived when authoritative event location solutions 

have been published by the regional networks.

Flexible Array 

The Flexible Array consists of 200 broadband seis-

mic stations, 200 short-period stations, and 2000 

single-channel active-source instruments. The sys-

tems will be based on standardized instrumentation 

confi gurations developed under the PASSCAL pro-

gram for use in temporary deployments for earth-

quake studies and short-term active source (explo-

sion) experiments. The Flexible Array will be used 

for individual PI-driven research experiments. All 

or part of the pool can be used in multiple experi-

ments of various size and duration. USArray per-

sonnel stationed at the AOF will be responsible for 

equipment integration and maintenance, and they 

will provide technical assistance with deployment 

and data collection. The primary responsibility for 

deployment and operation of the instruments, how-

ever, will rest with principal investigators of indi-

vidual research programs. 

The fl exible pool of instruments is scheduled to 

operate in a mode similar to the current PASSCAL 

operations. Investigators will propose special exper-

iments, via standard NSF grant procedures, to use 

the Flexible Array instruments in special high-reso-

lution studies. The majority of experiments will aim 

to enhance data gathered by the Transportable Ar-

ray while it is located in a specifi c area. In this mode 

of operation, the PI will furnish the bulk of the crew 

for operations, as is now done for PASSCAL experi-

ments. The AOF will furnish training, logistical sup-

port, and initial quality control and data formatting 

support. Many of the instruments will be deployed 

with telemetry. All telemetered data will be handled 

in a manner similar to data from Transportable 

Array sites. Data will be archived in the DMC as 

quickly as possible, and will be available through 

the DMC. The guidelines for how experiments are 

defi ned and selected, and the data policy for Flex-

ible Array experiments, will be established by NSF 

through solicitations and program announcements 

related to the overall EarthScope program. 

All equipment used in Flexible Array experiments 

will be tested at the AOF before it is shipped to 

the fi eld. Once the equipment arrives in the fi eld, 

AOF personnel who are assisting the experiment 

will conduct further tests to verify the operation of 

the sensors and recorders. The AOF personnel will 

maintain the equipment to ensure it is operational. 

Backbone Network 

USArray’s Backbone Network serves as a reference 

for the continental-scale imaging being performed 

by USArray’s transportable components. Each of 

the Transportable Array “footprints” and focused 

Flexible Array experiments deployed for 18-24 

months will ultimately be connected through the 

reference Backbone Network. The Backbone Net-

work, in turn, is itself linked within the framework 

of the ANSS and the GSN. 

As an integrated resource both for EarthScope 

science and seismic monitoring, the Backbone 

Network has been designed in close collaboration 

with the USGS ANSS (see www.ANSS.org). The 

proposed national network part of the ANSS will 

consist of approximately 130 stations, of which 

USArray will contribute 13 GSN-quality stations 

and 27 NSN-quality stations. Permanent GPS re-

ceivers will be installed at 16 of the stations, and 10 

stations will include magnetotelluric systems. The 

seismic equipment at these stations will be based 

on systems developed by IRIS in partnership with 

the USGS. The USGS Albuquerque Seismological 

Laboratory (ASL) currently operates and maintains 

about two-thirds of the 126 GSN stations. ASL will 

have primary responsibility for installing the Back-

bone Network. Data will fl ow openly in real time 

through communication and data delivery systems 

which currently exist as part of IRIS and USGS pro-

grams. 
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Figure II-1.4: Flexible Array montage showing schematic of fi eld layout, amplitude vs. frequency response of sensors, instrumentation, and 

typical deployments. Each sensor has its own digitizer/recorder with internal batteries. The recorders can be set to start/stop recording if the 

time of a nearby man-made seismic source is known. The geophones may be laid out in linear arrays, with station spacing from a meter to 

kilometers. The amplitude response (cf. Figure II-1.1 for comparison with other USArray sensors) of the geophones is well-suited to recording 

the high-frequency, energetic signals from man-made sources. The lowermost photograph shows, from left-to-right, shipping box fi lled with 

single channel “Texan” digitizer/recorders, Texan digitizer/recorder, geophone, single-channel digitizer/recorder, 3-component geophone, 

3-channel digitizer/recorder.
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The sensors selected for the Backbone Network 

sites meet ANSS design goals for NSN stations, 

with a broadband (100 sec to 15 Hz) seismometer 

augmented with a low-gain sensor for recording 

strong ground motion (up to 2 g) on scale with-

out clipping. A uniformly distributed subset of 13 

sites of the Backbone Network will meet the more 

demanding GSN standards, which includes ultra-

long period (to 1,000 sec) sensors at extra-quiet 

locations. When completed, the NSN-quality com-

ponent of the Backbone Network will have nearly 

uniform coverage at a scale of about 300 km. The 

GSN-quality component of the Backbone Network 

will have coverage at the 1000-km scale to augment 

global GSN coverage (about 2000 km spacing). The 

resulting array focuses progressively from global to 

national scale, and then merges at the regional and 

local scales with the Transportable and Flexible Ar-

rays.

The Backbone Network must be built quickly to be-

gin serving as the reference network for Bigfoot. In 

building the GSN, IRIS has already had experience 

with such deployments. With funding from Con-

gress in expectation of the Comprehensive Nuclear 

Test Ban Treaty, 50 GSN stations were installed 

globally in just three years. Installation of the Back-

bone Network will be completed in three years, and 

then turned over to ANSS for operations. With the 

USGS we will fi rst upgrade to existing NSN stations, 

and then install new sites. 

The Backbone Network incorporates and upgrades 

existing seismic stations, and deploys new stations 

to fi ll the holes in current U.S. coverage. Due to 

varying circumstance and types of equipment al-

ready installed, there are fi ve broad categories of 

Backbone Network sites. These are summarized in 

Figures II-1.5 and II-1.6.

1. Four existing stations in Wyoming, Nevada, Tex-

as, and the Aleutian Islands of Alaska are part 

of the Comprehensive Nuclear Test Ban Treaty 

Organization’s International Monitoring System 

(IMS) and also operate as part of the U.S. Atomic 

Energy Detection System (AEDS). Operated by 

the Air Force and Southern Methodist Univer-

sity, these systems already meet GSN design 

goals for broadband instrumentation. Cognizant 

organizations have agreed to affi liate with the 

Backbone Network.

Figure II-1.5: The Backbone Network, consisting of USArray stations included in this proposal, plus existing and planned 

stations of the GSN and the USGS Advanced National Seismic System. The complete network provides uniform coverage 

across the conterminous United States and Alaska at an average spacing of approximately 300 km. 
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Figure II-1.6: Backbone Network montage. The deployment of a typical station includes a vault to protect the ultra-

long-period seismometers and auxiliary sensors, digitizer/recorder, power systems and communications controllers. 

The vault also supports a mast for the GPS receiver which provides timing to the recorder, and a data telemetry system. 

Some sites will use a borehole seismometer instead of the ultra-long period vault sensor. The amplitude response (cf. 

Figure II-1.1) shows the full broadband spectral response of these systems. The lowermost photograph shows, from 

left-to-right, Streckeisen STS-2 seismometer, accelerometer, borehole seismometer, digitizer/recorder, and 3-compo-

nent Streckeisen STS-1 seismometer. The white box is a thermal insulation cover that fi ts over the STS-1 to reduce noise 

induced by air currents within the vault.
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2. Five existing NSN stations will be upgraded with 

GSN-quality sensors. These sites augment cur-

rent GSN distribution. Some station enhance-

ments are budgeted to mitigate noise.

3. Four new GSN sites will be installed to fi ll gaps 

in GSN coverage. Three of these sites are locat-

ed in the mid-continent. Borehole seismometer 

installations are planned to provide optimum 

noise performance, as no bedrock outcrops are 

present across the Great Plains. A site using an 

abandoned mine tunnel is planned in southeast-

ern Alaska.

4. Fourteen existing NSN sites will be upgraded 

with new sensors to improve long-period (100 

sec) performance. Some station enhancements 

are budgeted to mitigate noise.

5. Thirteen new NSN sites will be installed to pro-

vide uniform coverage across the conterminous 

United States.

Real-time data fl ow from the Backbone Network will 

be integrated with other elements of the USArray 

and EarthScope. Data from IMS/AEDS sites are 

quality-controlled by the Air Force. All other Back-

bone Network data will be quality-controlled by 

ASL. In all cases, data are forwarded to the IRIS 

DMC for archiving and distribution.

Major Equipment Components

Each USArray station will include the instrumen-

tation necessary to continuously sense, record, 

and transmit ground motions from a wide range of 

seismic sources including local and distant earth-

quakes, artifi cial explosions, volcanic eruptions and 

other natural and human induced activities. Spe-

cialized sensor, signal conditioning, and timing sys-

tems with high sensitivity, wide dynamic range, and 

high precision, are required to detect and record 

the low-level ground motions of interest to research 

seismology (Figure II-1.1). The marketplace, howev-

er, for the seismological components of USArray is 

relatively limited. In contrast, the communications 

and data management systems required to transmit 

and archive the data can draw from a much broader 

market sector, although even in these areas, con-

straints on low power, high data volumes, and spe-

cialized software challenge the commercial sector. 

While there are differences in the characteristics 

and technical specifi cations among the Flexible Ar-

ray, Transportable Array, and Backbone Network, 

the primary components are similar:

Over the wide frequency range of seismic waves 

transmitted through Earth (hundreds of seconds 

to tens of cycles per second), the sensors of the 

Backbone Network and mobile arrays must be ca-

pable of resolving the smallest background motions 

at the quietest of sites, while remaining “on-scale” 

for all but the largest ground motions from regional 

earthquakes (Figure II-1.1). For applications in 

which the Flexible Array is used for observations of 

artifi cial sources (explosions or vibrators) at short 

ranges, the longer periods (below 1 sec) are less im-

portant, but higher frequencies (up to 100 Hz) must 

be recoverable for high-resolution studies. 

To allow merging and direct correlation of the sig-

nals from multiple stations, the absolute timing 

of each recorded data sample must be known to 

within a few milliseconds and the location of each 

instrument must be know to within 10 meters. 

Both precise timing and accurate locations will be 

obtained through the use of GPS receivers. 

For the Transportable Array and Backbone Network 

stations, data will be recorded continuously. Wher-

ever possible, data will be transmitted in real time 

from the remote fi eld locations to a central record-

ing facility, greatly facilitating the process of data 

collection, analysis, and quality control. For some 

applications using the Flexible Array, where artifi -

cial explosions may be detonated at known times, 
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Figure II-1.7: Transportable Array montage. The deployment of a typical station includes a shallow vault to protect the 

broadband seismometer, digitizer/recorder, power (battery and solar) systems and communications controllers. The 

GPS receiver provides accurate timing to the recorder, and a data telemetry system. The amplitude response (cf. Figure 

II-1.1) shows the broadband response of these systems, but with limited very long period response compared to the 

permanent installations. The lowermost photograph shows, from left-to-right, Kinemetrics Baler (recorder and commu-

nications controller), Kinemetrics Q330 (digitizer), and Streckeisen STS-2 broadband seismometer.
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segmented recording is acceptable and the instru-

ments can be set to turn on and off at predeter-

mined intervals. 

The main system components at each USArray sta-

tion include: 

• Sensor. The primary sensors of the Backbone 

Network and Transportable and Flexible Arrays 

will be broadband three-component seismom-

eters capable of sensing ground motions over 

the frequency band 0.01 Hz (100 sec) to 15 Hz. 

A subset of sites of the Backbone Network will be 

equipped with ultra-long-period seismometers to 

extend the range to 1000 seconds. The Flexible 

Array will also include more rugged sensors that 

cover higher frequency bands (0.1 Hz to 100 Hz) 

and are better suited for multiple deployments 

during short-term experiments. 

• Signal conditioning and timing. To provide the 

fi delity and dynamic range necessary to capture 

the full amplitude range of interest, all signals 

will be processed with low-noise amplifi ers and 

encoded using 24-bit high-resolution digitizers. 

• Telemetry. To provide near-real-time data ac-

cess for all interested parties, the Backbone 

Network and Transportable Array will transmit 

data continuously to a central site from which 

they will be immediately accessible. The type of 

telemetry will vary from site to site, depending 

on local conditions and communications infra-

structure. In some cases, access to the Internet 

may be available, either directly or via a short 

radio link. At others sites, cellular or satellite 

technology may be the only, or more cost effec-

tive, option. Whatever the mode of telemetry, a 

level of uniformity will be provided by the use 

of industry standard communication protocols 

such as TCP/IP. 

• Recording. On-site disk storage will be used to 

provide backup recorders in case of problems 

with the communication system, or to provide 

full data recovery in those cases where telem-

etry is not possible. 

• Power system. Most of the sites will be in re-

mote areas where access to commercial power 

systems may not be possible. All of the fi eld sys-

tems will be low power and capable of unattend-

ed operation from batteries and solar panels. 

Communications

A primary goal of USArray’s Transportable Array 

and Backbone Network is to deliver all data from 

the fi eld systems to a central collection and dis-

tribution center in near-real-time, (i.e., with only 

those delays introduced by data buffering and 

communication protocols), usually within tens of 

seconds of acquisition. Near-real-time data commu-

nication is benefi cial for station maintenance and 

troubleshooting, and overall data availability and 

quality, as well as the streamlining of downstream 

data quality control and processing. To the maxi-

mum extent possible, the fi eld systems are designed 

to be “telemetry capable,” with industry standard 

I/O interfaces (e.g., TCP/IP) that allow various types 

of communication devices to be used, depending on 

the conditions at each site. The Backbone Network 

stations will use the communications infrastructure 

established for the ANSS, which is already in use by 

IRIS for GSN sites in the United States (see “Tech-

nical Guidelines for the Implementation of the 

Advanced National Seismic System” www.anss.org/

reports.html). This system is based on a direct In-

ternet connection or a USGS-managed Very Small 

Aperture Terminal (VSAT) network. 

Telemetry from stations of the Transportable Array 

poses a signifi cant challenge. Because of the wide 

extent of the array, the remote location of many 

sites, and the tremendous variability in access 

to standard communication infrastructure across 



Part II. The EarthScope Observatory
1. USArray

40

the United States, the mode of telemetry will vary 

greatly depending on the local conditions at each 

site. Given the considerable geographic extent and 

variable conditions under which both USArray and 

Plate Boundary Observatory (PBO) systems will be 

installed, there will be close coordination in the 

selection and development of communication sys-

tems between these EarthScope components. In 

both cases, a tiered approach for data communica-

tions will be required:

• Direct Internet connectivity will be the pre-

ferred choice of data communications at each 

station.

• If a suitable Internet connection is not available 

within proximity to the station, radio modems/

radio repeaters will be used to transfer data to 

an Internet node.

• If the distance to an Internet node exceeds the 

distance capability of radio modems, then a sat-

ellite-based Internet connection (e.g., Starband) 

will be used.

• If a satellite-based Internet connection is not 

an option based on local conditions, a VSAT 

system will be used. VSAT may also be used as 

a local hub for small-scale sub-networks within 

the Flexible Array; a VSAT download Hub will 

be available at the ANF, and others may be es-

tablished based on need and specifi c satellite 

footprint, for example, for Alaska.

• If none of the above options for quasi-real-time 

data communications are viable, on-site record-

ing will be used with periodic manual downloads 

by the Transportable Array staff.

Site Selection and Permitting

Seismic stations require sites that are quiet, secure, 

and relatively accessible. A quiet seismic site is one 

that is distant from noise sources—both natural, 

such as wind and rivers, and cultural, such as traf-

fi c, railroads, and heavy industry. Coupling with the 

ground is best when stations are sited on hard rock 

and preferably buried or installed in a borehole or 

underground vault. Finding sites that meet these 

requirements, but are also secure and accessible, is 

often diffi cult. Selecting and permitting good sites 

will be a signifi cant part of the USArray effort and 

will require close interactions among operators, 

outreach specialists, private landowners, and fed-

eral and state agencies. 

A typical site for the Transportable Array (Figure 

II-1.7) will occupy approximately 100 square me-

ters of land. The seismic sensor will be installed in 

a small vault, with the rest of the equipment housed 

in a weather-tight, surface-mounted enclosure. The 

batteries will have separate ventilation from the 

rest of the electronics. All cables will be buried un-

derground in conduit and the mounting structures 

for the antennas and solar panels will be located as 

far from the sensor vault a practical to reduce noise 

from wind-buffeted structures. The most visible 

surface feature will be a solar panel and communi-

cations antenna.

Sites for the Backbone Network (Figure II-1.6) will 

be similar in construction, but more robust and 

designed for long-term occupation. To achieve the 

lowest noise characteristics, the sensors at per-

manent stations will be installed in deep (100 m) 

boreholes or underground vaults. Location close to 

facilities that can provide power and security will 

be more important for the permanent stations than 

for the 1-2 year deployments of the Transportable 

Array. 
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Figure II-1.8: Map of lower 48 states of the United States showing some of the deployments of portable active-source 

and passive PASSCAL instruments since 1985. Many of these deployments mimic the siting conditions and station spac-

ing that will be required for USArray Transportable and Flexible Array stations. For the sites that lie within a reasonable 

distance from proposed Bigfoot sites, the knowledge from previous PASSCAL experiments will reduce the workload in 

seeking permits for Bigfoot sites.
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Among the fundamental principles underlying the 

collection and distribution of EarthScope/USArray 

data are that: 

• All data will be freely and openly available to all 

interested parties. 

• Wherever possible, data will be collected and 

distributed in near-real-time. 

• Data (including both time series from sensors 

and associated metadata) will be reviewed to 

ensure quality. 

• All data will be archived at the IRIS Data Man-

agement Center (DMC). 

• All data will be distributed by the IRIS DMC us-

ing both traditional and newer Data Handling In-

terface (DHI)-based data distribution methods.

In the same way that many of the technical stan-

dards underlying the USArray fi eld systems have 

emerged from the PASSCAL and GSN programs, the 

collection, distribution, and archiving of USArray 

data will be based on procedures developed by the 

IRIS Data Management System (DMS). Hardware 

and software systems now in use for handling PASS-

CAL and GSN data will be augmented and expanded 

to incorporate USArray data. In addition to leverag-

ing investments already made by NSF in developing 

the DMS, this will also ensure that users will be able 

to merge USArray data with existing data resources 

in a simple manner, and access to USArray data 

will be via familiar and well-tested procedures and 

tools

Data Volumes

Table II-1.1 summarizes the anticipated data vol-

umes from the three components of USArray. The 

aggregate data fl ow rate is estimated to 4.2 terabytes 

per year. The IRIS DMC currently archives approxi-

mately 3.5 terabytes per year of seismic waveform 

data so that the total output from the fully installed 

USArray will roughly double the DMC’s current 

rate of data collection and archiving. Because of 

the modular hardware confi guration and highly 

automated procedures established at the DMC, this 

increase in data fl ow can be incorporated with rela-

tively minor increases in staffi ng and hardware.

For operational, backup, and data security reasons, 

the IRIS DMC makes fi ve copies of each sample 

of waveform data. Data are stored in a time and 

station sorted order to optimize servicing of data 

requests, a second copy of each of the time and 

station sort orders is also archived for redundancy, 

and one copy of the data is stored off-site on DLT 

tape for safekeeping. These safeguards effectively 

increase the archiving requirement by a factor of 

fi ve, making our mass storage system requirement 

30 terabytes per year and our offsite DLT storage 

another 7.5 terabytes per year. There is no inten-

tion to change this basic data archiving strategy.

The current mass store system at the DMC has an 

installed capacity of 180 terabytes and with modu-

lar expansion can be increased to 360 terabytes, 

suffi cient to service all USArray data in addition to 

existing data sources. The incorporation of higher 

density tape drives can increase this capacity to 

more than one petabyte.

Data Distribution and Archiving

The building and handling of the data products for 

USArray waveforms will be based on a variety of ar-

chiving and distribution capabilities that have been 

developed over the past 15 years to serve the needs 

of the research community. The primary goal is to 

provide users with a complete and continuous ar-

chive of quality controlled information (waveforms 

and associated metadata) from all USArray instal-

1.4. Data Management
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Table II-1.1: The amount of data estimated to be produced by USArray components is shown in the above table. A total of 4.2 terabytes per 

year will be generated by USArray. The total rate of generation of USArray data is 1.114 megabits/second with the Transportable Array 

generating 384 kilobits per second. Since Bigfoot will most likely be telemetered in real time to the ANF and the DMC, these are realistic rates 

to achieve. The values assume average compression of the data to 1 byte per sample. The Transportable Array will consist of 400 instruments 

recording 3 channels continuously at 40 samples/second and 3 channels continuously at 1 sample per second. 

Contributing 
Sites

Number of 
Channels

Sample 
Rate, Hz

Duty Cycle 
%

Data Rate 
KB/sec

Data Rate 
MB/day

Data Rate 
GB/yr

Transportable Array

Broadband 400 3 40 100 375 3955 1410

Long-Period 400 3 1 100 9 99 35

Flexible Array

Broadband 200 3 40 90 169 1780 634

Long-Period 200 3 1 90 4 44 16

Short-Period 200 3 100 90 422 4449 1586

High-Frequency 2000 1 250 2 78 824 294

Permanent Array (new GSN)

Broadband 13 3 40 100 12 129 46

Long-Period 13 3 20 100 6 64 23

Ultra-Long Period 13 3 1 100 0 3 1

Permanent Array (new and existing NSN)

Broadband 27 3 40 100 25 267 95

Long-Period 27 3 20 100 13 133 48

Total 1114 11748 4188

lations. In developing this complete archive, two 

pathways have evolved to serve the most common 

requests: 

• Event windowed vs. Continuous. Many seismo-

logical investigations are based on analysis of all 

available data from specifi c events (earthquakes 

or explosions). Once the origin information (lo-

cation and time) of an event is known, simple 

tools can be used to extract the time windows 

of interest for waves arriving at any seismic 

station. Since these data segments represent a 

small fraction of the total archive, they can be 

stored in on-line disks for rapid access. At the 

IRIS DMC, these on-line resources have been 

called FARM (Fast Access Recovery Method, for 

quality controlled data from the archive) and 

SPYDER® (for access to near-real-time data from 

events, before complete quality control). Since 

it takes time (minutes to weeks) to create event 

catalogs and collect data from all stations, these 

on-line data resources grow with time following 

an event. This is especially true for the FARM 

archive, which depends on the completion of 

quality control procedures. 

• Immediate vs. Quality Controlled. In general, 

most research experiments look for the high-

est quality, most complete data available, In 

the case of the DMC, the resource of choice is 

the permanent archive of continuous data, or 

the FARM for event-windowed data. There are 

applications, however, especially in earthquake 

monitoring and education, where immediate ac-

cess is more important than completeness or fi -

nal quality control. To service these types of re-

quests, the IRIS DMC, in collaboration with the 

USGS, has developed a variety of user tools that 
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collect event-related waveforms immediately 

following notifi cation of an event by the Nation-

al Earthquake Information Center (NEIC). The 

core of this system is SPYDER®, which uses the 

NEIC location information to determine the ap-

propriate time segments and gathers waveforms 

from stations that are available either on-line or 

via dial-up modem. 

The USArray data will be processed and stored in 

a manner compatible with the way in which all 

other data are managed at the DMC. Waveform 

data entering the DMC will be handled using well-

established international standards for formats and 

metadata (SEED and miniSEED). Procedures are 

in place to exchange metadata information with 

network operators to update needed information 

related to station confi guration. The waveforms will 

be stored for four months in an on-line disk-based 

RAID system and the metadata will be managed in 

an Oracle Database Management System in a man-

ner analogous to the way all other passive source 

data are archived. Data that are acquired from ac-

tive source experiments will be received and stored 

in SEG-Y format and distributed as special volumes 

of “assembled data sets.”

USArray Data Flow to the DMC

Data Flow From the Transportable Array

Data from the Transportable Array will be sent from 

the fi eld in real time using TCP/IP communications 

protocols. Data from stations will fl ow from the sta-

tions to a Data Concentrator Node (DCN) that will 

be located where it can be connected to the Inter-

net with high speed, reliable links. Often these links 

may be located at existing U.S. regional network 

data centers. From the concentrator, the data will 

simultaneously fl ow to the Array Network Facility 

(ANF) and the IRIS DMC. In the event that circuits 

from the DCN to either the DMC or the ANF fail, 

a dedicated frame relay link between the ANF and 

DMC will be used as a redundant communications 

path to the other center.

At the DMC, the data will be managed in a parallel 

system, dedicated to the management of USArray 

data. The data will fl ow into a Buffer for Uniform 

Data (BUD) system, similar to that used currently 

for reception of various data streams into the DMC. 

The data can then be made available through the 

BUD real-time data access methods and through the 

WILBER interface to the SPYDER® products. 

Figure II-1.9: Data will fl ow from the various USArray components to 

the Array Network Facility and to the IRIS DMC. Data Concentrator 

Nodes (DCNs) will forward data simultaneously to the Array Network 

Facility and the DMC for both the Transportable Component and the 

Flexible Component when real time connections are possible. Tape 

based transfer will fl ow through the Array Network Facility node and 

then to the DMC. Metadata generation will be the responsibility of 

the Array Network Facility. Backbone Network data will fl ow in real 

time to the USGS facility in Albuquerque ASL and to the DMC. 
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IRIS is presently developing methods to automati-

cally implement routine procedures to check data 

quality. Data from the BUD system will fl ow through 

these quality assurance tools and into the primary 

DMC archive. With about a fi ve-week delay, data for 

larger events will be extracted from the archive and 

FARM products will be formed.

Data Flow From the Permanent Array

Data fl ow from the permanent stations of the Back-

bone Network will be similar to that for the Trans-

portable Array but will use communications systems 

established for the GSN and ANSS. Since the ANSS 

serves an essential role in operational monitoring 

of national and global earthquake activity, the data 

collection for these stations provides for additional 

redundancy and includes a direct node at the NEIC. 

Figure II-1.10: The combined real time data rate from USArray 

may be more than 1.1 megabits per second (see Table II-1.1). Even 

data from the Transportable Array itself will be about 400 kilobits/

second, one-quarter of a T1 circuit. As such it will not be likely that 

a single distribution point will be able to distribute all USArray data 

in real time. A data distribution system built upon the IRIS DHI model 

will be needed. The concept is to populate several Real Time Data 

Nodes (RTDNs) with copies of the real time data. Distribution to the 

community can be done from this distributed system. Real time data 

requestors will connect with a Access Routing server at the IRIS DMC 

to determine where to connect for real-time data streams. Non-real 

time data users will access data through traditional User Access 

Tools from the DMC. A hierarchical system of secondary and tertiary 

RTDNs could also be easily built using this system. Similar in concept 

to the Unidata Internet Data Distribution (IDD) System, this system 

would also support streaming data. See Figure II-1.11 for more de-

tailed view of DMC archives and User Access Tools. 

As the primary operator for the permanent USArray 

stations, the ASL will be responsible for monitor-

ing operational status and for preliminary quality 

control. The data will then be forwarded to the IRIS 

DMC for archiving and distribution.

Data Flow From the Flexible Array

As the name implies, the Flexible Array will be de-

ployed in a variety of sizes, station geometries, and 

implementation modes. Data collection will vary 

signifi cantly from one experiment to another and 

will be largely defi ned by the needs of the individ-

ual experiment and the Principal Investigator. Data 

from the Flexible Array will sometimes be teleme-

tered and in other experiments will be locally re-

corded at the station site. 

In telemetry mode, the data fl ow will be similar to 

that used for the Transportable Array, and data will 

be sent to the ANF, where quality control and refor-

matting will take place, and forwarded to both the 

IRIS DMC and the Principal Investigators. At the 

DMC, these data will fl ow through DMC quality as-

surance tools and then be archived with the other 

DMC data. 

In experiments where on-site recording is used, 

the resources and tools developed at the ANF and 

DMC for quality control and data assimilation will 

be used to insure uniform data quality. It will be 

the responsibility of the ANF working together with 

the PI to provide fi nal data products for archiving at 

the DMC. The involvement of additional USArray 

resources for data collection and during the experi-

ment, and the mode of delivery to the DMC archive, 

will be defi ned during the planning stage for each 

experiment. 

Management of Real-time Data

In response to the increased use of real-time data 

collection in the GSN and PASSCAL programs, 

and in anticipation of the USArray portion of 
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EarthScope, the IRIS Data Management System 

began the development of the BUD system to ingest 

and manage large amounts of real-time data. Real-

time data from seismic stations and networks can 

arrive in a variety of formats and via various com-

munication protocols. The BUD converts these data 

into a standard format for use internally within the 

DMC and to provide a standardized interface to pro-

vide external users with access to real-time data. 

The BUD system has been functioning since 2001, 

and currently handles more data in real time than 

any individual USArray component will generate. 

Therefore, IRIS now has a reliable and dependable 

system that can receive the anticipated real-time 

data from USArray and we anticipate little new soft-

ware development will be required for data inges-

tion. Not only can the IRIS DMS draw upon BUD for 

data reception, a series of tools have already been 

developed that can distribute data in real time as 

well. All of the systems that have been developed 

are scalable—as new data streams are added and as 

demand warrants, additional processors and RAID 

disk subsystems can be added to handle the in-

creased load in a straightforward manner.

To minimize the impact of USArray data fl owing 

into the DMC, a complete clone of the BUD system 

will be installed in order that the new data streams 

do not overtax existing DMC systems. USArray 

will require the installation of at least one SUN 

Enterprise class server and RAID system to man-

age USArray data. BUD applications and utilities 

will be installed on the new system. Since USArray 

will generate a very valuable scientifi c asset, we as-

Figure II-1.11: This fi gure shows the four data repositories (Archive, BUD, FARM, and SPYDER®) that exist at the 

IRIS DMC. Continuous data are held in the Archive and the FARM; event-segmented products are in the FARM and 

SPYDER® systems. Data in the Archive and the FARM are quality controlled whereas BUD and SPYDER® data are real-

time data with little or no quality control. USArray data will be available through a large variety of traditional data 

request tools supported at the IRIS DMC (as shown on the right) as well as the new FISSURES/DHI tools that support 

direct data access to clients from three types of Data Center Servers (Event, Network, and Waveform).
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sume that users will generate an increased number 

of data requests for these data. To accommodate 

both the increased amount of data fl owing into the 

DMC as well as an increase in the number of data 

requests, we anticipate increasing the throughput 

of the primary mass storage system by installing 

several more tape drives to the Powderhorn robotic 

system used in the DMC archive. This will allow 

more data to fl ow into and out of the primary mass 

storage system without degrading access to existing 

data sources.

Distribution of USArray Data 
in Real Time

To a fi rst approximation, USArray data from the 

Transportable Array will generate roughly one-

quarter of a T1 data communications circuit. If only 

a small number of users wish to receive real-time 

feeds of the USArray data, the Internet connection 

at the IRIS DMC could become a bottleneck. IRIS 

has anticipated this and has begun to design sys-

tems that will need to be developed for a distributed 

system for real-time data. 

 

Leveraging technology developed within the IRIS 

DMS FISSURES project, the Data Handling Inter-

face (DHI) has become a viable method of distrib-

uting data in real time. In order to meet the an-

ticipated real-time data distribution requirements 

of USArray, IRIS will develop a distributed data 

system for real-time data that will be built upon the 

DHI. Each node of this distributed system will con-

sist of an inexpensive workstation and a disk buffer 

capable of holding one week of USArray data. DHI-

based software will be installed on these systems 

and the turnkey systems can be installed at select-

ed EarthScope participating universities as needed. 

This will be an effective was to ensure all desired 

USArray data is available to regional networks as 

desired. The universities will gain the advantage 

of having the USArray data available immediately 

from the local disk buffers.

 

The DHI-based software will transfer complete cop-

ies of the USArray data in real time from the IRIS 

DMC to each of the distributed nodes. DHI servers 

will also be installed at each of these nodes to pro-

vide full metadata and seismological waveform data 

as needed. IRIS will develop an intelligent DHI rout-

ing system whereby DHI-enabled clients will access 

a DHI server when the client wishes to gain access 

to real-time data streams from USArray. The server 

will determine the nature of the access desired and 

determine which of the distributed nodes can best 

serve the real-time data needs of the client. The 

server will direct the remote client to the most 

appropriate distributed node to meet its real-time 

needs. The client will then connect with the indi-

cated server and transfer the requested waveform 

data or information from the RTDN to the client 

machine. The development of the real-time data 

distribution system will require funding from the 

Earthscope Operations and Maintenance as it is not 

specifi cally included as an MRE effort.

For non-real-time access to data, the powerful set 

of standard IRIS user tools will be available to ac-

cess data from the archive (see Figure II-1.11 and 

www.iris.edu/manuals/DATutorial.htm). We project 

that the centralized node of the IRIS DMC should 

be able to continue servicing these requests direct-

ly through the existing DMC systems. As demand 

warrants additional resources can be installed at 

the DMC to scale the capabilities to meet user de-

mands.

Establishment of an EarthScope 
Data Portal

The UNAVCO and IRIS data handling systems are 

very mature and meet the needs of their respec-

tive communities very well. In the early stages of 

EarthScope activities we anticipate the two indi-

vidual data management systems will continue to 

function well, in a manner similar to their operation 

today. Emphasis will be on scaling the existing sys-
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tems to handle the increased data fl ow rather than 

the development of new technologies for data distri-

bution or for integrating activities.

Of particular note within the respective systems are 

the UNAVCO Seamless Archive and the IRIS Net-

worked Data Center concepts. Both of these sys-

tems are functioning and offer access to data in a 

distributed data center environment. UNAVCO can 

offer data from multiple GPS data providers in a 

one-stop shopping environment and the networked 

data centers system developed by IRIS offers access 

to seismological data residing in more than six dif-

ferent global and regional data centers. 

As the initial step, we anticipate the development of 

an EarthScope portal through which the individual 

data management systems will be easily discovered 

and through which data are easily accessible. We 

will create this EarthScope data portal early in the 

process and will bring it on-line long before signifi -

cant data from PBO or USArray begin to fl ow.

The development of the data portal and the support 

of the seamless archive and the networked data 

centers are the only parts of data distribution to 

end users that IRIS and UNAVCO propose to imple-

ment using MRE funding. All other development 

will rely upon Operations and Maintenance funds 

or funds that can be found from other sources such 

as Information Technology Research and/or Cyber-

infrastructure.

Integration of PBO and 
USArray Data

The CORBA based technology driving the IRIS DHI 

system is complicated but extremely powerful. It 

falls in a class of software reserved for Enterprise 

applications, such as EarthScope. One simple per-

spective of Enterprise systems such as CORBA is 

that the entire system is tightly controlled and un-

derstood by everyone involved in the development 

of servers and clients. In general such systems are 

not intended for casual, infrequent developers. 

CORBA requires that well-defi ned interfaces exist 

to various kinds of data and information, and that 

client applications can access the various kinds of 

information. IRIS is experienced in developing the 

interfaces required to access most kinds of seismo-

logical data. Development of CORBA interfaces to 

GPS data has not yet been undertaken. UNAVCO 

and IRIS will jointly pursue the extension of FIS-

SURES interfaces to geodetic data. In so doing, tight 

integration of seismological and geodetic data can 

be accomplished such that seamless access to both 

types of information will be possible.

While we believe CORBA to be a viable technology, 

developments in this area continue to take place 

at a rapid pace. For this reason we will examine 

other technologies, in addition to CORBA, to en-

sure that the technology we implement makes the 

most sense at the time we develop it. While we be-

lieve that choice today is CORBA, our solution may 

be different (XML, SOAP, XSLT) when the time for 

implementation comes.

Once the Interface Defi nition Language (IDL) or 

equivalent schema is designed for PBO and USArray 

data, staff at the IRIS DMC, UNAVCO Boulder Facil-

ity, or other university locations, will develop clients 

that will access the servers at IRIS and UNAVCO lo-

cations. These clients will provide seamless access 

to the GPS and seismological observations as well 

as the variety of data products and derived products 

generated using PBO and USArray data.

EarthScope Products

The raw data from the core EarthScope PBO and 

USArray facilities will be large volumes of GPS and 

seismological waveforms and associated metadata. 

These primary observations are esoteric and only 
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meaningful to experts in the particular sub-disci-

plines. However, there are routine products that 

come directly from the observations that are un-

derstood by a much broader community. For in-

stance, catalogs of earthquake locations or crustal 

velocity models and images are well understood and 

very useful to a broad community. Similarly, expe-

rienced users of GPS data desire access to the raw 

phase data but these data are not of general Earth 

science use. However the routine calculation of pre-

cise locations or derived motion vectors is gener-

ally understood and possesses broad application. As 

an initial stage in the development of higher level 

EarthScope products related to USArray and PBO, 

the IRIS and UNAVCO data systems will develop 

systems to manage and distribute a wide variety of 

derived products or packages of primary observa-

tional data (such as the IRIS FARM) for easy access 

to and use by the scientifi c community.

The exact types of products need to be defi ned by 

a broad cross section of the Earth sciences com-

munity. As these products are defi ned, and process-

ing methods developed to produce them, IRIS and 

UNAVCO will develop data management plans for 

these products under the Operations and Mainte-

nance portion of EarthScope.

Education and Outreach

All EarthScope components are committed to en-

suring that the data collected by the facilities will be 

openly available to all interested parties—including 

the public and especially the educational sector. We 

are aware that to be useful to the K-16 educational 

community, it is not suffi cient to simply declare the 

data “open” – it is essential that data be provided 

in formats and as products that are accessible to 

educators and students, and that there be appropri-

ate teaching modules to allow the resources to be 

incorporated into an inquiry-based learning experi-

ence. 

IRIS intends to provide educational linkages to 

USArray through both the existing IRIS Educa-

tion and Outreach Program and through a larger 

EarthScope educational enterprise as it develops. 

Facilities and experience developed as part of the 

IRIS E&O Program provide a natural pathway for 

access to the seismological data produced as part of 

USArray and to resources developed to incorporate 

seismology into the K-16 learning environment. 

Broader EarthScope outreach activities (such as 

those proposed in the EarthScope Education and 

Outreach Program Plan) will place the seismologi-

cal resources of USArray and IRIS in the broader 

context of the full EarthScope enterprise and the 

Earth sciences. 

Seismology-related products designed for groups 

outside the scientifi c research community will 

continue to be developed by the IRIS Education 

and Outreach (E&O) program in cooperation with 

other EarthScope partners. Current IRIS E&O 

activities are targeted at audiences ranging from 

K-16 students to the general public, and are fo-

cused on areas where IRIS is well-positioned to 

make substantive contributions stemming from its 

strong research and data resources. Outreach to 

the general public includes a distinguished lecture 

program, and museum exhibits with real-time dis-

plays of earthquake locations and ground motion. 

Efforts that engage the wider education community 

include a range of K-16 teacher workshops, a new 

Educational Affi liate membership for undergradu-

ate institutions, and widely distributed teaching 

modules and associated tools. Students can access 

earthquake locations and global seismic data from 

the IRIS Data Management System in near real 

time as well as by selecting events from the online 

archives. Students can also collect their own seis-

mic data using a stand-alone, relatively inexpensive 

seismograph, or with research-quality broadband 

instruments with continuous network connections. 

Consortium members are currently developing new 

visualization tools and classroom activities using 
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seismic data, and this will expanded to include data 

from USArray. Visualization tools include large-

scale efforts like the Global Earthquake Explorer, 

which is being developed by IRIS E&O through a 

subcontract to the University of South Carolina and 

will provide an online seismic data analysis envi-

ronment tailored to general public and educational 

users

As part of USArray, IRIS proposes to carry out the 

following core level education and outreach activi-

ties:

• Integration of USArray data into the educational 

data streams available from the IRIS DMC. This 

integration is a relatively straightforward task 

since most of the necessary resources are al-

ready under development. 

• Interaction with the broader EarthScope E&O 

effort as it becomes defi ned. We anticipate that 

this will take the form of collaboration with the 

efforts of the EarthScope facilities, a variety of 

local educational alliances distributed across 

the country, and numerous partners represent-

ing national and local organizations with similar 

science, education, and outreach goals.

• Development of both generic and region-specifi c 

outreach materials related to USArray activities 

as the array installation proceeds across the 

continent. The deployment process will pro-

vide unique opportunities to introduce local 

residents to seismology and the Earth sciences. 

For example, the museum and distinguished lec-

tureship programs, which currently are focused 

on large museums throughout the US, could ef-

fectively be expanded to also target the smaller 

communities where USArray stations are lo-

cated. Providing educational seismographs to 

schools may be able to help to play a role in per-

mitting USArray sites by establishing connec-

tions to local communities before the arrival of 

USArray. A short video designed for landowners 

and park offi cials could be produced to describe 

the purpose and requirements of a USArray site. 

All of these activities will be closely coordinated 

with UNAVCO in the deployment of PBO.
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1.5. Budget Structure
The proposed USArray budget is assembled from 

program estimates and projections based on budget-

ing and cost experience with IRIS programs, under 

the current and previous Cooperative Agreements 

between IRIS and NSF, and estimates of expenses 

for future equipment and tasks based on pres-

ent information. Although there are many factors 

that could signifi cantly alter the mode of USArray 

operation and cost estimates, the combined fi ve-

year budgets in this MREFC proposal and the ac-

companying R&RA O&M proposal are provided to 

indicate the funding required to accomplish the 

work described in the USArray component of the 

EarthScope Project Plan.

Key assumptions in formulating this budget in-

clude:

• The Transportable Array and Permanent Array 

will be fully-supported systems with real-time 

telemetry and near real-time access to the seis-

mological community. To provide close interac-

tions with existing PASSCAL facilities, the Array 

Operations Facility will be established at the 

initiation of the EarthScope program through a 

core sub-award linked to the PASSCAL Instru-

ment Center in Socorro New Mexico. A letter of 

support from New Mexico Tech, describing the 

construction of new facilities to be provided by 

the university, is included in this proposal. 

• The Flexible Array will be an enhanced PASS-

CAL system, available for PI-driven deploy-

ments and offering real-time data and near real-

time access to the seismological community 

wherever possible. Equipment for the Flexible 

Array will be acquired, supported and serviced 

by the Array Operations Facility in Socorro. 

• To provide full coordination with the USGS 

during development of the Advanced National 

Seismic System, the Albuquerque Seismological 

Laboratory (ASL) will be the prime subaward for 

site surveying, preparation, installation for the 

Backbone Network. A letter from the USGS indi-

cating their collaboration in the development of 

this permanent network is included in this pro-

posal. 

• An Array Network Facility will be established 

to coordinate the collection, quality assurance 

and forwarding to the DMC of all data from the 

Transportable Array and the Flexible Array. The 

Array Network Facility will be selected through 

a competitive process during the fi rst year of the 

EarthScope project and will operated as a core 

facility sub-award through IRIS. 

• All permanent equipment will be titled to NSF 

with inventory control through IRIS.

• The IRIS Data Management Center (DMC) will 

be the primary data archive and distribution 

node for all USArray data.

Operations of most IRIS facilities are carried out 

under subawards to other institutions. Except for 

the Data Management Center, which is operated 

and staffed by IRIS personnel, all of the major facil-

ity activities are managed with IRIS direction and 

oversight, but staffed and operated through sub-

awards. This mode of operation will continue under 

EarthScope.

Types of sub-awards that will be used in USArray 

include:
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Transportable  
Array Hardware 

Flexible Array 
Hardware

Backbone Network 
Hardware

IRIS Facilities 
(HQ + DMC)

IRIS
Indirect
Expense

USArray E&O

Array Operations Facility 

Array Network Facility 

Albuquerque Seismological Laboratory

Transportable Array
Field Operations

• Operation of Core Facilities: These awards 

make up the primary operational component 

of the core USArray facilities operating under 

EarthScope. These sub-awards are intended to 

be long-term commitments, to provide opera-

tional stability, with annual review and renewal. 

The Array Operations Facility at New Mexico 

Tech, the subaward to the USGS ASL for the 

Backbone Network, and the subaward for opera-

tion of the Array Network Facility will be man-

aged in the fashion. 

• Supplemental Support for Co-operating Facili-

ties: These will be awards for supplemental sup-

port of on-going activities at existing university 

or related centers. It is anticipated that some 

support for regional networks related to fi eld 

support for the Transportable Array, the MT op-

erations and Education and Outreach activities 

will be managed in this fashion. 

• Commercial contract : The primary support for 

fi eld operations for Bigfoot will be competed for 

services to be provided, under the direction of 

the PASSCAL Program Manager, by a commer-

cial contractor experienced in the operation of 

large fi eld support programs.

An overview of the USArray budget is given in Table 

II-1.2. The spreadsheet is an annual summary of 

the key budgetary items: Transportable Array hard-

ware, Flexible Array hardware, Backbone Network 

hardware, IRIS facilities and management, and 

subawards. This budget summary is also shown dia-

grammatically in Figure II-1.12. Additional details 

on each of these major categories will be given in 

following sections.

The primary budget components are:

• More than 50% for fi eld hardware.

• 37% for subawards for installation, O&M

• 12% for the IRIS DMC and management.

Hardware Costs

The hardware items used to estimate the costs of the 

fi eld systems are briefl y summarized below. These 

estimates are based on commercially available 

components presently used in IRIS fi eld systems 

that meet the standards established for the PASS-

CAL, ANSS, and GSN programs. It is anticipated 

that these components will be used for procure-

ment during the initial phases of USArray construc-

tion, but, as technology evolves, the marketplace 

will be continually re-assessed to ensure that the 

most cost effective purchases are made. This will 

be especially true in the areas of communication, 

power systems and ancillary computer equipment. 

It is less likely that there will be signifi cant changes 

in the makeup of the primary sensors and data ac-

quisition systems. 

Transportable Array

The key components used to estimate the costs of 

the Transportable Array fi eld station are those used 

in the current PASSCAL telemetered broadband ar-

ray:

• 400 broadband sensors, digitizers, GPS, routers, 

Starband satellite communications systems, 

cables, solar-power cells, mini-vault, shipping 

cases.

• 30 MT instruments, GPS, power systems, enclo-

sures, cable conduit.

• 10 data concentrators, lab equipment and fi eld 

tools.

Figure II-1.12 Graphical representation of USArray costs



Part II. The EarthScope Observatory
1. USArray

53

 Year 1  Year 2  Year 3  Year 4  Year 5  MRE Total 

Transportable Array Hardware  $3,550,250  $3,725,280  $3,695,030  $3,664,780   $14,635,340 

Equipment

400 stations  $3,520,000  $3,520,000  $3,520,000  $3,520,000   $14,080,000 

Concentrators, lab  $30,250  $60,500  $30,250   $121,000 

30 MT   $144,780  $144,780  $144,780      $434,340 

Flexible Array Hardware  $3,401,250  $3,434,500  $3,401,250  $3,368,000  $3,368,000  $16,973,000 

Equipment

100 Broadband telemetered  $680,000  $680,000  $680,000  $680,000  $680,000  $3,400,000 

100 Broadband  $554,000  $554,000  $554,000  $554,000  $554,000  $2,770,000 

100 Short-period telemetered  $450,000  $450,000  $450,000  $450,000  $450,000  $2,250,000 

100 Short-period  $324,000  $324,000  $324,000  $324,000  $324,000  $1,620,000 

2000 Active source  $1,360,000  $1,360,000  $1,360,000  $1,360,000  $1,360,000  $6,800,000 

Concentrators, lab, comms  $33,250  $66,500  $33,250     $133,000 

Backbone Network Hardware  $3,458,830       $3,458,830 

Equipment

26 NSN - new and upgrades  $1,003,050     $1,003,050 

9 GSN - new and upgrades  $1,190,000           $1,190,000 

16 GPS  $404,000                 $404,000 

10 MT  $144,780            $144,780 

Spares  $717,000  $717,000 

IRIS Facilities  $1,440,670  $1,230,876  $1,219,764  $988,790  $1,008,271  $5,888,371 

Headquarters

      Staff  $236,385  $243,477  $250,781  $258,304  $266,053  $1,255,000 

     Program Managers  $128,385  $132,237  $136,204  $140,290  $144,498  $681,613 

     Other Direct Costs  $337,600  $347,800  $373,200  $166,200  $166,200  $1,391,000 

Data Management Center (DMS)

     Staff  $283,500  $292,005  $300,765  $250,781  $258,304  $1,385,355 

     Other Direct Costs  $404,800  $165,358  $58,815  $73,215  $73,215  $775,402 

E&O  $50,000  $50,000  $100,000  $100,000  $100,000  $400,000 

Subawards  $2,368,172  $4,794,368  $6,779,128  $7,332,581  $3,663,820  $24,938,069 

Array Operations Facility

     Staff  $343,807  $561,743  $882,549  $1,002,948  $1,033,036  $3,824,083

     Other Direct Costs          

Array Network Facility

     Staff  $309,248  $567,373  $670,516  $690,631   $2,237,769 

     Other Direct Costs  $411,995  $301,291  $122,655  $135,235  $100,640  $1,071,816 

Albuquerque Seismological Laboratory (USGS)

     Personnel  $264,640  $430,427  $361,332   $1,056,399      

     Other Direct Costs  $477,704  $578,859  $548,794       $1,605,357 

Transportable Array fi eld operations

     Staff  $232,000  $1,178,320  $2,079,364  $2,456,450  $2,530,144  $8,476,278 

     Other Direct Costs $328,778  $1,176,356 $2,113,918 $3,047,316 $6,666,368

Subtotal - Direct Expenses  $14,219,172  $13,185,024  $15,095,173  $15,354,150  $8,040,091  $65,893,611 

IRIS Indirect Expenses  $936,973  $804,473  $807,372  $756,905  $523,924  $3,829,647 

Management Fee  $25,000  $25,000  $25,000  $25,000  $25,000  $125,000 

Total  $15,181,145  $14,014,497  $15,927,545  $16,136,055  $8,589,015  $69,848,258 

Table II-1.2. USArray MREFC Budget Overview
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The unit purchase cost of hardware for each Trans-

portable Array station is estimated to be:

Seismic MT

Sensor $ 14,500 $ 33,000

Digitizer $ 10,000

Cables $ 1,200

Telemetry $ 3,500

Power $ 4,000

Materials $ 2,000 $ 1,278

Total $ 35,200 $ 34,278

Flexible Array

The Flexible Array hardware is based on the ele-

ments used in the current PASSCAL systems for 

active source and temporary passive source experi-

ments and the PASSCAL telemetered broadband 

array:

• 100 broadband sensors, digitizers, GPS, satellite 

communications systems, cables, solar power 

cells, mini-vault, shipping cases— for broad-

band telemetered recording.

• 100 short-period sensors, digitizers, GPS, sat-

ellite communications systems, cables, solar 

power cells, mini-vault, shipping cases—for 

short-period telemetered recording.

• 100 broadband sensors, digitizers, GPS, cables, 

solar power cells, mini-vault—for broadband on-

site data recording.

• 100 short-period sensors, digitizers, GPS, ca-

bles, solar power cells, mini-vault—for short-pe-

riod on-site data recording.

• 2000 4.5 Hz geophones, digitizers, cables—for 

active-source experiments.

The unit purchase cost of hardware for each con-

fi guration of a Flexible Array station is estimated 

to be:

 Broadband Short-
period

Active 
Source

Sensor  $ 15,000  $ 3,500  $ 200 

Digitizer  $ 9,000  $ 9,000  $ 3,200 

Cables  $ 500  $ 500  

Telemetry  $ 3,500  $ 3,500  

Power  $ 4,000  $ 4,000  

Materials  $ 2,000  $ 2,000  

 Total  $ 34,000  $ 22,500  $ 3,400 

Backbone Network

The standard equipment adopted for use at GSN 

and ANSS stations will be the primary hardware 

components for the Backbone Network:

• 9 GSN-quality sensors, digitizers, communica-

tions and power systems.

• 27 NSN-quality sensors, digitizers, communica-

tions and power systems.

• 16 permanent GPS stations, receiver, choke-

antenna, short-braced drill monument, power 

systems, cable conduit.

• 10 MT instruments, GPS, power systems, enclo-

sures, cable conduit.

• Spares – 2 complete GSN systems, 5 complete 

NSN systems.

The unit purchase cost of hardware for a new 

ANSS-quality station and a GSN-quality borehole 

station is estimated to be:

New NSN  New GSN 

Sensors  $ 18,000  $ 149,000 

Digitizer  $ 10,000  $ 21,000 

Microbarograph  $ 3,000 

Cables  $ 1,200  $ 2,000 

Telemetry  $ 5,000  $ 7,000 

Power  $ 9,000  $ 16,000 

Total  $ 43,150  $ 198,000 
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Sub-awards

Key sub-awards are given in Table II-1.2, and shown 

diagrammatically in Figure II-1.12. 

• The Array Operations Facility at New Mexico 

Tech will be operated as a core facility sub-

award through IRIS, and will be responsible for 

Transportable Array support and Flexible Array 

system integration, shipping and maintenance. 

A statement of work and budget from New Mexi-

co Tech for this effort is included in the detailed 

budget section of this proposal. 

• The subaward for the Array Network Facility will 

be issued based on a competitive process during 

the fi rst year of the EarthScope program. It will 

be operated as a core facility subaward through 

IRIS and will be responsible for Transportable 

Array and Flexible Array real-time data collec-

tion, quality assurance, meta-data maintenance, 

data forwarding to the DMC, and real-time com-

munications O&M. It will also be responsible 

for quality assurance and data handling of all 

fi eld-recorded data in the Flexible Array, and 

forwarding of these data to the DMC.

• The Backbone Network installation will be per-

formed under a core-facility subaward to ASL. 

A statement of work and budget for ASL is in-

cluded in the detailed budget section of this pro-

posal. 

IRIS Facilities

The additional burden of 4.2 Tb of data per year 

generated by USArray will require additional hard-

ware and personnel resources at the Data Manage-

ment Center (DMC) to provide a level of service 

commensurate with current requests. The basic in-

frastructure at the DMC has been designed in a way 

that allows relatively easy expansion to accommo-

date new data sources. In addition, the mass store 

at the core of the DMC archive can be expanded 

to incorporate the volumes of data expected from 

USArray. To meet the increased demand on the ar-

chive, DLT and 9940 tape drives will be added. A 3 

Tb RAID and server will be required for servicing 

on-line data storage and requests. All hardware will 

be purchased in Year 1 to prepare for real-time data 

that will start to arrive at the DMC soon after the 

award is issued.

The DMC will require additional staffi ng commenc-

ing in Year 1 to deal with the integration of new 

archival and RAID hardware with current DMC re-

sources. New data technicians will be required to 

ensure problem-free handling of the data as it ar-

rives at the DMC. 

IRIS Management and Overhead

General and Administrative costs will cover the 

support of those administrative activities at IRIS 

headquarters required for USArray coordination, 

purchasing and business offi ce activities. 

Staffi  ng and Operations

Figure II-1.13 shows the staffi ng levels required 

for installation, operation and maintenance of 

USArray. The full complement of personnel re-

quired at peak activity is shown in this fi gure. 

The ramp-up in personnel (Figure II-1.14) will be 

commensurate with activities, as indicated in the 

budget detail section of this proposal. Five activity 

clusters are indicated:

 

IRIS Personnel (DMC and Program Manage-
ment) 

The incremental USArray activities at the IRIS Data 

Management Center in Seattle will require a total 

of 7 FTE as additional data technicians and system 

administration support. 
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Figure II-1.13. Staffi ng requirements and organizational chart for USArray construction and operations at peak levels. Figure II-1.14 shows 

the way in which this staffi ng level ramps up and the separation between support from the MREFC account (for construction) and the R&RA 

account (for operations). 

Figure II-1.14 Annual requirements for staffi ng of USArray construc-

tion and operations. MREFC staff funded through this proposal. 

O&M staff funded through the separate R&RA proposal.

Partial support for the IRIS Program Managers for 

PASSCAL, GSN, DMS E&O and full support for the 

Transportable Array Party Chief are included for 

oversight and management of USArray operations. 

Additional staff at IRIS headquarters (2 FTE) in-

cludes dedicated administrative and project support 

for USArray. Support for overall program direction, 

including senior management at IRIS headquarters, 

is covered through indirect cost recovery.

Array Operations Facility (14 FTE) 

The personnel required to staff the Array Opera-

tions Facility in Socorro will be hired under sub-

award to New Mexico Tech. This group will be re-

sponsible for services related to instrumentation 

for the Flexible Array and for partial support and 

maintenance of equipment for the Transportable 

Array. The details of the Array Operations Facility 
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personnel and staffi ng build-up is included in the 

subaward proposal from New Mexico Tech included 

in the budget detail section of this proposal. 

Array Network Facility (10 FTE) 

The Array Network Facility will monitor the real 

time communication of data from fi eld stations to 

the DMC. It will carry out basic QC on the data, 

perform event locations, and provide the DMC with 

metadata related to station operations. 

Backbone Network Operations (5.75 FTE)

The installation and operation of the permanent 

stations of the Backbone Network will be carried 

out under subaward to the USGS ASL. Most of the 

FTEs involved in this operation will be contract 

personnel under the direction of USGS employees 

at ASL. 

Transportable Array Installation (31 FTE) 

The fi eld operations related 

to the installation of Bigfoot 

will be performed by contract 

personnel under the direc-

tion of IRIS staff (Array Party 

Chief and PASSCAL Program 

Manager). The use of contract 

personnel allows for the fl ex-

ibility that will be required 

in the complex fi eld opera-

tions as Bigfoot moves across 

the country. It is anticipated 

that a limited number of key 

contract personnel will have 

a long-term involvement 

in the project, but many of 

the members of the installa-

tion teams will be hired on 

a temporary basis as the ar-

ray moves from one region to 

another. 

Implementation

Careful attention has been applied to the ramping-

up of the USArray facilities so as to minimize recur-

ring and personnel costs, yet be fully cognizant of 

the manufacturing capacity of the sensor and data 

acquisition vendors. 

The general implementation plan include the fol-

lowing milestones:

• Orders for signifi cant hardware are placed 

throughout Years 1-5. A large spike expenditure 

occurs in Year 1 with the purchase of all Back-

bone Network equipment. Hardware purchasing 

then remains level through Years 2-4, dropping 

in Year 5 when only Flexible Array equipment 

is purchased. Most of the equipment being 

purchased for the Transportable and Flexible 

Arrays is based on subsystems, with the Array 

Operations Facility being responsible for system 

integration and testing before deployment. A 

schedule for equipment purchasing is shown in 

Table II-1.3. It is anticipated that it could take 

Year 1 Year 2 Year 3 Year 4 Year 5

Transportable Array Hardware

400 Broadband telemetered 100 100 100 100

30 MT 0 10 10 10

Flexible Array Hardware

100 Broadband telemetered 20 20 20 20 20

100 Broadband 20 20 20 20 20

100 Short-period telemetered 20 20 20 20 20

100 Short-period 20 20 20 20 20

2000 Active source 400 400 400 400 400

Backbone Network Hardware

NSN - new and upgrades 27

GSN - new and upgrades 13

GPS 16

MT 10

Spares 8

Table II-1.3. Proposed Schedule for Purchasing 
of USArray Field Hardware
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up to 12 months to fi eld the stations after equip-

ment orders are placed in order to take delivery, 

perform systems integration and acceptance 

tests.

• Site selection, permitting, and documentation 

will start immediately upon announcement of 

EarthScope funding. Permitting has the longest 

lead-in time, and could precede actual fi eld de-

ployment by up to two years.

• Since hardware acquisition occurs early in the 

award, the subaward for the Array Operations 

Facility will be initiated early in Year 1. Because 

of the close links between USArray and PASS-

CAL operations, there are signifi cant benefi ts to 

having this part of the USArray facility located 

at New Mexico Tech. 

• Initial deployments of stations of the Transport-

able Array will be closely coordinated with re-

gional networks in California and other parts of 

the southwestern U.S. The expertise available 

from local networks operators will greatly facili-

tate the siting and permitting of Bigfoot stations. 

Some of the early Bigfoot installation may be 

achieved through collocation of broadband in-

struments at regional network stations equipped 

with only short period sensors. 

• Although a signifi cant volume of new data will 

not be generated until Year 2 as new Transport-

able Array stations are installed, there will be op-

portunities in the early stages of EarthScope to 

interact with regional networks on the exchange 

of data from existing stations and to coordinate 

procedures for provision of Bigfoot data for use 

by the regional networks. To facilitate these in-

teractions, it is important for enhancements at 

the DMC to begin in Year 1.

• Because data fl ow is not signifi cant in Years 1-

2, the building of the Array Network Facility 

can ramp up, following its initiation in Year 1, 

until it is fully functional in Year 3. Computers, 

mass-storage devices, and other equipment will 

be bought, along with software development in 

Years 1-2. Data analysts will not be required un-

til Year 3.

• The Backbone Network installation will com-

mence in Year 1 with the purchasing of equip-

ment and the upgrading of existing NSN sites 

to GSN or ANSS-quality NSN. The remainder of 

the existing NSN sites will be upgraded in Year 

2, with work commencing on new GSN and new 

NSN sites. The installation of the new sites will 

occur during Year 3. The GPS equipment will be 

collocated with the GSN stations, with imple-

mentation during Years 1-3 concurrent with the 

seismic station installations.

• Given the requirements for completing the fi rst 

full deployment of the Transportable Array by 

the end of Year 4, and the complete deployment 

1 2 3 4 5

0

1

2

3

4

5

6

7

8

9

10

Millions

Year

IRIS management + indirect costs
Data management
Backbone Network costs

Flexible Array costs
Transportable Array costs

Figure II-1.15. USArray MREFC costs broken down by year and 

activity. Costs for each element include hardware and associated 

installation an personnel costs.
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Year 1 Year 2 Year 3 Year 4 Year 5

Transportable Array

400 Broadband telemetered 20 80 140 160 200
(redeploy)

Backbone Network

NSN - new and upgrades 10 10 7

GSN - new and upgrades 3 5 5

Table II-1.4. Proposed Schedule for Deployment of USArray Field Stations

of the Backbone Network by the end of Year 3, 

coupled with staffi ng and budgeting levels and 

the manufacturing capabilities of the vendor of 

equipment, Table II-1.4 estimates the number of 

Transportable Array and Backbone Network sta-

tions that will be brought on line during each of 

the fi rst fi ve years of the project. 

Operations and Maintenance

As the USArray facility is created, operational costs 

will be transitioned from the MREFC account to the 

Research and Related Activities (R&RA) account. 

NSF has indicated that separate proposals should 

be provided for the installation of USArray under 

the MREFC, and operations from the R&RA ac-

counts. Details of the O&M costs for years 1-5, and 

an estimate of annual costs for years 6-10 are given 

in Table II-1.5. The O&M costs are closely integrat-

ed with the MRE budget (Table II-1.2), yet make a 

clear separation between the building of the facility 

and the routine operations and maintenance. This 

section defi nes operations and maintenance costs 

that will be incurred under the R&RA account dur-

ing Years 1-5 of the MRE-funded facility building, 

and estimates the routine cost of O&M in the out-

years. More details on the USArray O&M costs are 

to be found in the separate proposal being submit-

ted to NSF for EarthScope Facility Operations and 

Maintenance. 

Figure II-1.16. Graphical representation of USArray Operations and 

Maintenance Budget

Transportable Array O&M
Flexible Array O&M

IRIS Facilities (DMC)

IRIS Indirect Costs

Subawards

Once each station within the Transportable Array 

is installed during the initial deployment, the sta-

tion is declared to be running in a calibration mode. 

Data will be transmitted to the ANF and DMC, ar-

chived and distributed to the community on de-

mand. During this calibration period, all mainte-

nance site visits, communications costs, etc, will 

be covered by the MRE during this period. It is ex-

pected that late in Year 4 of the MRE the Transport-

able Array will be deemed fully operational, and all 

costs associated with operations and maintenance 

will be transferred to the R&RA funds. The Trans-

portable Array will commence to “roll” in Year 5, 

and all costs associated with the redeployment of 

Transportable Array stations will be funded under 

O&M.

The Flexible Array follows the same model of cur-

rent PASSCAL PI-driven experiments, with PIs 

funding deployments from their research grants. 
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It is anticipated that O&M for the Backbone Net-

work will be funded by USGS following the fi ve-year 

MRE operations, and all costs for the Backbone Net-

work after Year 3 will be the responsibility of the 

USGS. Spares for the Backbone Network will be 

bought in Year 1 of the MRE in lieu of maintenance 

billing.

However, some operations and maintenance for the 

Flexible Array is to come from the R&RA account 

to cover maintenance of hardware at the Array Op-

erations Facility, shipping, training of PIs, etc. The 

O&M budget includes a 3% of capitalization to cover 

Transportable Array and Flexible Array equipment 

maintenance.

Table II-1.5. Proposed USArray Operations and Maintenance Budget for Support 
Through a Separate R&RA Proposal, Years 1-5, and Estimate for Year 6

 Year 1  Year 2  Year 3  Year 4  Year 5  O&M Total  Year 6 

Transportable Array Hardware  $106,508  $218,266  $329,117  $439,060  $439,060  $1,532,011  $452,232 

Maintenance (3% capital cost)  $106,508  $218,266  $329,117  $439,060  $439,060  $1,532,011  $452,232 

Flexible Array Hardware  $102,038  $205,073  $307,110  $408,150  $509,190  $1,531,560  $524,466 

Maintenance (3% capital cost)  $102,038  $205,073  $307,110  $408,150  $509,190  $1,531,560  $524,466 

IRIS Facilities  $-    $106,978  $273,289  $447,289  $456,583  $1,284,139  $1,494,492 

Headquarters

     Staff             $274,035 

     Program Managers                $148,833 

     Other Direct Costs              $166,200 

Data Management Center (DMS)

     Staff   $55,620  $186,188  $309,788  $319,082  $870,678  $594,708 

     Other Direct Costs      $51,358  $87,101  $137,501  $137,501  $413,462  $210,716 

E&O              $100,000 

Subawards  $121,662  $808,381  $1,330,215 $1,624,777 $5,643,094  $9,528,128  $9,4431,228 

Array Operations Facility

     Staff  $85,952  $384,682  $396,223  $408,109  $420,352  $1,695,318  $1,496,990

     Other Direct Costs  $14,470  $21,705  $28,940  $43,410  $43,410  $151,935  $43,410 

Array Network Facility

     Staff     $125,419  $399,849  $500,549  $1,226,916  $2,252,734  $1,263,724 

     Other Direct Costs      $18,870  $31,450  $157,250  $191,845  $399,415  $229,585 

ASL Data Collection Center

     Personnel  $14,800  $76,220  $78,507  $80,862  $83,288  $333,676  $85,786 

     Other Direct Costs  $6,440  $33,165  $34,160  $35,185  $36,240  $145,189  $37,327 

MT Install & Ops      $148,320  $361,087  $399,412  $406,493  $1,315,312  $413,786 

Transportable Array fi eld operations

     Staff              $162,073  $162,073  $2,772,984 

     Other Direct Costs                 $3,072,476  $3,072,476  $3,097,636 

Subtotal - Direct Expenses  $330,207  $1,338,698  $2,239,731 $2,919,276 $7,047,927  $13,875,838  $11,912,418 

IRIS Indirect Expenses  $40,766  $100,851  $161,523  $223,120  $244,773  $1,542,065  $475,791 

Total  $370,973 $1,439,549  $2,401,254 $3,142,396 $7,292,700  $14,646,871  $12,388,209
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2.1. Introduction and 
Proposal Summary

PBO is a geodetic observatory designed to study the 

three-dimensional strain fi eld resulting from defor-

mation across the active boundary zone between 

the Pacifi c and North American plates in the west-

ern United States. PBO will address the following 

scientifi c questions:

• What are the forces that drive plate-boundary 

deformation?

• What determines the spatial distribution of 

plate-boundary deformation?

• How has plate-boundary deformation evolved?

• What controls the space-time pattern of earth-

quake occurrence?

• How do earthquakes nucleate?

• What are the dynamics of magma rise, intrusion, 

and eruption?

• How can we reduce the hazards of earthquakes 

and volcanic eruptions? 

Answering these questions will require that plate 

boundary deformation be adequately characterized 

over the maximum ranges of spatial and temporal 

scales common to active continental tectonic pro-

cesses. This proposal requests funding for a Plate 

Boundary Observatory Facility to build a geodetic 

instrumentation network across this region to cap-

ture and quantify the deformation process. The 

geodetic instrumentation proposed for this facility 

must provide: (a) suffi cient coverage of the plate 

boundary zone so as to capture the secular tectonic 

component, (b) appropriate station density for de-

tecting localized (e.g., seismic or magmatic) phe-

nomena, and (c) the necessary bandwidth (seconds 

to decades) to detect plausible transient phenome-

na ranging from fast and slow earthquakes to inter-

seismic strain buildup and post-seismic viscoelastic 

relaxation. To address a range of scientifi c issues in-

cluding plate boundary dynamics, active tectonics, 

and seismic and magmatic processes, a continu-

ously recording, telemetered strain observatory will 

be installed along the Pacifi c/North American plate 

boundary. 

The core instrumentation request is for a geodetic 

observatory consisting of a carefully designed and 

integrated network of borehole strainmeters (BSM), 

laser strainmeters (LSM), and Global Position-

ing System (GPS) receivers. Taken together these 

instrument types span the broad temporal and 

spatial spectrum of plate boundary deformation. 

The borehole strainmeters are ideal for recovering 

short-term transient deformation, phenomena with 

periods ranging from seconds to months, and will 

consequently play a central role in observing phe-

nomena that accompany and precede earthquakes 

and volcanic eruptions. GPS is ideal for longer time 

scales, periods from days to decades, and large spa-

tial scales, thus covering long-period transients such 

as those associated with viscoelastic relaxation fol-

lowing an earthquake, as well as decadal estimates 

of strain accumulation and plate motion and their 

spatial variations. Laser strain instruments have 

the high resolution of the borehole strain instru-

ments combined with the long-term stability of 

GPS measurements. Thus, a few laser strainmeter 

instruments will be included in carefully chosen 

locations to provide complementary information to 

both the borehole and GPS systems. All three sys-

tems are sensitive in the period range characteristic 

of recent observations of slow earthquakes. Only an 

integrated deployment of these instrument types is 

capable of providing temporal resolution over the 

full set of time scales from minutes to decades at 

the necessary spatial resolution and areal coverage 

of the plate-boundary system. 
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The PBO Facility will consist of four elements. 

First, a backbone network of 100 new and 20 exist-

ing GPS receivers will provide a long-wavelength, 

long-period synoptic view of the entire plate bound-

ary zone (Figure II-2.1). The backbone will cover 

western North America and Alaska at a receiver 

spacing of 200 km. The data will be integrated with 

Interferometric Synthetic Aperture Radar (InSAR) 

data, when and where available, to defi ne the re-

gional component of the strain fi eld. The second 

element consists of focused dense deployments of 

875 permanent GPS and 175 strainmeters in areas 

where active tectonic phenomena occur. Instru-

ment spacing will be 5-10 km (Figure II-2.2). The 

third PBO element is a pool of 100 portable (cam-

paign) GPS receivers for temporary deployment 

and rapid response. These instruments will be used 

for densifying areas not suffi ciently covered by con-

tinuous GPS, and responding to volcanic and tec-

tonic crises. The fourth element, called Geo-PBO, 

will include the establishment of a national center 

for the storage and retrieval of digital imagery, and 

housing of geochronology facilities to support geo-

logic and paleoseismic studies in the PBO.

Building a dense geodetic network with the geo-

graphic extent of PBO will require a compre-

hensive, focused management structure and an 

unprecedented degree of coordination and coop-

eration among existing NSF facilities and regional 

scientifi c investigators. Underlying PBO are seven 

basic tenets:

• PBO is a single, seamless geophysical observa-

tory managed by UNAVCO, Inc. UNAVCO, Inc. 

will provide a single point of accountability to 

sponsors and EarthScope collaborators.

• PBO will provide valuable new information and 

data types for scientists who study a range of 

phenomena to test and signifi cantly extend our 

understanding of fundamental geophysical pro-

cesses. 

• PBO will build upon existing regional networks 

and use regional expertise for scientifi c input 

and building the network. Regional investigators 

will advise PBO staff to ensure that PBO and 

the broader EarthScope science goals are met. 

UNAVCO, Inc. employees will be responsible 

and accountable for station installation, mainte-

nance, data fl ow, and timely archiving and data 

products for PBO. 

• PBO will use the resources and expertise of the 

UNAVCO GPS Facility and other NSF funded fa-

cilities that fall under the EarthScope umbrella. 

• PBO will use and build upon the existing ex-

pertise developed in geodetic and strainmeter 

arrays in western North America including the 

Mini-PBO GPS-Strainmeter Project, SCIGN 

(Southern California Integrated Geodetic Net-

work), BARD (Bay Area Regional Deformation 

Network), BARGEN (Basin and Range Geodetic 

Network), EBRY (Eastern Basin and Range Net-

work), PANGA (Pacifi c Northwest Geodetic Ar-

ray), and AKDA (Alaska Deformation Array) 

networks. 

• All data acquired under PBO will be freely avail-

able to the scientifi c community and the public 

at large. All software developed under PBO will 

be placed in the public domain. Use of PBO data 

for education of and outreach to K-12 students 

is crucial. 

• PBO will share resources and actively collabo-

rate with international investigators to extend 

the reach of PBO into Canada and Mexico. 

The UNAVCO geodetic and strainmeter communi-

ties have spent the last three years refi ning the sci-

entifi c targets for PBO in science justifi cation and 

network planning workshops in 1999 and 2000, 

joint EarthScope science workshops in 2001, and 

information technology and education and out-

reach meetings in 2002. In the summary below and 
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Figure II-2.1. Element 1 - Proposed PBO backbone stations at ~200 km spacing. Red dots represent existing and light blue 

dots indicate locations where suitable infrastructure exists for hosting new permanent GPS installations. Yellow dots indicate 

backbone sites located at USArray GSN sites.

Figure II-2.2. Element 2 – Proposed volcanic (yellow circle) and tectonic (magenta circle) GPS permanent clusters and borehole 

(green triangle) and laser (dark blue triangle) strainmeter installations in the PBO network. Backbone network shown in light 

blue. 
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in the proposal that follows, the community-de-

rived scientifi c targets and the guidelines presented 

above are used to develop a strategy for siting and 

building the PBO Observatory, and for deriving and 

distributing raw data and the required data prod-

ucts to the scientifi c community. A companion 

proposal will address the ongoing operations and 

maintenance of the network as installed stations 

come on line. 

We propose to build the PBO using an effi cient, ac-

countable, and non-centralized management struc-

ture that is detailed in Section II-2.2 entitled PBO 

Management. This section describes the structure 

and functional positions required to accomplish the 

PBO. The observatory will be managed by a PBO 

Director who will rely on an Operations Manager to 

manage the equipment installation, operation, and 

maintenance aspects of PBO, and a Data Products 

Manager to oversee data fl ow, archiving, and GPS 

and strainmeter data product aspects of PBO. The 

observatory is broken down into regional centers 

where UNAVCO, Inc. Regional Engineers will in-

stall, operate, and maintain PBO and ensure that 

data fl ows from regional centers to data archives 

and processing facilities. Regional Engineers will 

rely heavily on fi ve Science Advisory Committees 

composed of regional scientists to provide science 

input on all topics related to building PBO includ-

ing siting and prioritization of station installations. 

More information about the Science Advisory Com-

mittees can be found in Section II-2.3 Site Selec-

tion, Reconnaissance, and Permitting and Section 

II-2.4 Site Installation.

A Data Products Manager will oversee the archiving 

and data processing aspects of PBO. The proposed 

Data Management and Archiving structure will use 

a modifi ed GPS Seamless Archive Center (GSAC) 

model. Two PBO archive centers will be responsible 

for the long-term storage and distribution of PBO 

data and data products. The details can be found 

in Section II-2.7 entitled Data Management and 

Archiving.

Data products for PBO will closely follow the IGS 

Analysis Center model where a Solution Coordina-

tor combines and monitors GPS and strainmeter 

products produced by two processing centers. The 

respective analysis centers will analyze raw cam-

paign GPS, continuous GPS, laser and borehole 

strain data, and provide timely derivative products. 

Data products for PBO are discussed in Section II-

2.8 entitled PBO Data Analysis and Products. 

The installation of PBO will take fi ve years (Table 

II-2.1). The fi rst year will be used primarily for hir-

ing and training new staff; initiating the selection 

and permitting of sites; purchasing equipment; and 

developing the data management structure. Major 

equipment purchases will be staged over the entire 

fi ve-year period to take advantage of new technolo-

gies such as the addition of new civil frequencies 

to GPS and advances in strainmeter design and ef-

fi ciencies in fabrication. Station installations will 

peak in Years 3 and 4 and be fi nalized in Year 5. 

For efforts as large as PBO there are a number of po-

tential diffi culties in acquiring, testing, and deploy-

ing GPS and strainmeter systems. There are a num-

ber of manufacturers who provide high-precision, 

geodetic-quality GPS systems, and the GPS com-

munity has experience in specifying and acquiring 

equipment to fi t the scientifi c demands of PBO. In 

addition, installation procedures for continuous 

GPS stations have been honed over the last decade 

in regional networks such as SCIGN, BARD, BAR-

CGPS = permanent GPS, Campaign = portable GPS systems, BSM = 

Borehole strainmeter systems, LSM = laser strainmeters. 

Table II-2.1. Instrument deployment for PBO.

Project Year CGPS Campaign BSM LSM

1 50 50 2 0

2 200 50 15 0

3 250 70 1

4 250 70 2

5 125 18 2

Total Sites 875 100 175 5
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Figure II-2.3. Installation of station CRBT in the SCIGN network. 

GEN, EBRY, PANGA, AKDA, and global networks in-

stalled by the UNAVCO facility (e.g., Figure II-2.3) 

such that a permanent GPS station can be installed 

in one to four days with a cost that deviates from 

the budget by only a few percent. However, there 

are only two or three research groups worldwide 

that provide geodetic quality strainmeters that ful-

fi ll the scientifi c objectives of PBO; each of their 

instruments is built on a custom order basis and the 

installation costs can vary by as much as 100% de-

pending on diffi culties encountered during drilling. 

Furthermore, borehole installations require spe-

cialized crews, and station installations can stretch 

for two to three weeks. The mini-PBO strainmeter 

experience in the San Francisco Bay Area provides 

an indication that the scope of strainmeter instal-

lations for PBO is achievable, but it will require 

signifi cant planning and training, will require at-

tention to drilling and borehole specifi cations, new 

methods for manufacturing the large number of 

strainmeters required, and well-documented instal-

lation techniques for training crews in geographi-

cally dispersed areas. 

For the strainmeter component of PBO, a ma-

jority of the fi rst year will be used to work with 

strainmeter developers in negotiating contracts to 

out source manufacture of the instruments, and to 

develop quality control standards and streamlined 

installation procedures. Two dedicated Strainmeter 

Engineering positions, one for northern and one 

for southern California will spearhead this work. 

These and more general issues associated with Site 

Selection, Reconnaissance, and Permitting are ad-

dressed in Section II-2.3 and Site Installation is 

discussed in Section II-2.4. Section II-2.5 details a 

strategy for Major Equipment Purchases and Sec-

tion II-2.6 addresses System Fabrication, Testing, 

and Deployment. 

GPS instruments and strainmeters capture defor-

mation on sub-weekly to decadal time scales. For 

many fault systems this temporal resolution is in-

suffi cient to characterize the long-term strain his-

tory. For this reason, PBO includes a geologic and 

paleoseismologic component called Geo-PBO. Geo-

PBO will provide aerial and satellite image data, ar-

chiving, and image processing tools and geochrono-

logic dating facilities that will provide facility-based 

support to investigators to examining strain fi elds 

at longer time scales. More information on Geo-

PBO can be found in Section II-2.9.

The PBO Budget and Budget Justifi cation is found 

in Section II-2.11 and the MREFC costs are summa-

rized in Table II-2.2. Note that Year 1-10 operations 

and maintenance costs will be submitted under a 

separate proposal. Major budget line items include 

GPS and strainmeter equipment and installation 

costs, campaign GPS instruments, funds to cover 

GEO PBO activities, and a 5% project contingency 

fee. Money is allocated for two PBO Standing Com-

mittee meetings per year and three Advisory Com-

mittee meetings in year one decreasing to two per 

year in Years 2-4. 

To build and run an observatory with the com-

plexity and geographic extent of PBO requires a 

dedicated staff for operations, data management 

and archiving, and generating data products. Staff-

ing is accomplished by subawards to contractors, 

new positions created under UNAVCO, Inc., and 

adding staff at the UNAVCO GPS Facility, Scripps 
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Orbit and Permanent Array Center (SOPAC), and 

the UC Berkeley Seismological Laboratory. A total 

of 55 full- and part-time positions are proposed for 

PBO (Figure II-2.4). Of these, eight positions will be 

subawards, 38 positions will be new UNAVCO, Inc. 

employees (three of which will reside at UNAVCO, 

Inc. headquarters), six employees will be added to 

the UNAVCO Facility, and one employee each will 

be added to SOPAC and U.C. Berkeley Seismologi-

cal Laboratory. A cost of living adjustment of 3% per 

annum was included in the budget calculations. A 

fringe benefi t rate of 40% is assumed for all person-

nel.

A more detailed discussion of the budget can 

be found in Section II-2.11 and in the on-line 

documentation. Finally and most importantly, to 

achieve the science goals set out by the EarthScope 

working groups, the SAFOD, PBO, and USArray ob-

servational facilities will provide common and con-

sistent access for individual and integrated data and 

data products for the scientifi c and education and 

outreach communities, reduce installation costs 

and minimize duplication by integrating projects 

Figure II-2.4. Proposed PBO staffi ng levels by organization.
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where it makes sense, and create unifi ed data/data 

products, access tools, and common display tools. 

To this end, areas of potential collaboration among 

the projects components are addressed throughout 

the following sections and a summary of coordina-

tion activities can be on the EarthScope web site 

(www.EarthScope.org).
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Background

Successful management of PBO requires an effec-

tive administrative structure and chain of responsi-

bility and authority that can accomplish the project 

on schedule and within budget, and can do this in a 

manner that is accountable to the sponsors and the 

scientifi c community. 

 

To achieve these goals, PBO will operate as a pro-

gram under UNAVCO, Inc., a non-profi t member-

ship-governed organization that supports research 

applications of high-precision geodetic and strain 

techniques such as the GPS. The UNAVCO, Inc. 

President will oversee a PBO Director who has 

primary supervisory, budgetary, management, and 

reporting responsibility for all components of the 

PBO effort. The PBO Director will oversee two 

key personnel, the Operations Manager who will 

handle operational aspects of the PBO network and 

the Data Products Manager who will oversee data 

fl ow, data processing, data products, and data ar-

chiving activities (Figure II-2.5). A PBO Standing 

Committee, composed of scientists who will use 

PBO products, is charged with representing the 

scientifi c community in the implementation and 

management of the overall PBO Facility including 

data quality, data types, data products, and the ac-

cessibility of data and derivative products to the 

community. The PBO Standing Committee is ap-

pointed by and reports to the UNAVCO, Inc. Presi-

dent. The Science Advisory Committees consists of 

fi ve advisory panels composed of regional scientists 

and existing network operators. These committees 

will provide for science input on all topics related 

to building PBO with special emphasis on siting 

and prioritization of station installations. If this 

proposal is successful, The UNAVCO, Inc. President 

will select interested members of the community 

2.2. Management 

Figure II-2.5. PBO senior management structure under UNAVCO, 

Inc. Job titles in blue indicate UNAVCO, Inc. Employees. PBO 

Standing Committee and Science Advisory duties are explained in 

the text.

UNAVCO Inc. Board of Directors

UNAVCO Inc. President

PBO Standing Committee

PBO Director

Data Products Manager Operations Manager

UNAVCO Inc.

Science Advisory Committees

The Plate Boundary Observatory 
(PBO) Science Advisory Committees

The PBO Science Advisory Committees are advisory committee 
of UNAVCO, Inc., appointed by and reporting to the UNAVCO, 
Inc. President. The role of the committee is to bring a regional 
scientifi c focus to the PBO project and to assist in assembling lo-
cation maps of proposed stations and prioritize station installa-
tions to maximize the scientifi c return. The committees represent 
different tectonic styles including: 
• Subduction: responsible for Pacifi c Northwest, Alaska, and 

Canada
• Transform: responsible for California and Mexico
• Intraplate: Basin and Range, Rocky Mountain, and Back-

bone
• Volcanic: responsible for Cascade, Alaska, Yellowstone, 

Long Valley volcanoes
• GEO-PBO: responsible for geologic and paleoseismic in-

vestigations

The committees will be encouraged to recommend areas where 
campaign GPS receivers could be used to densify measure-
ments around cluster sites. 

to populate the committees. Committee members 

serve without compensation. However, the budget 

does include travel and meeting expenses for com-

mittee members. 
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Operations

The Operations Manager, Regional Engineers, and 

Strainmeter Engineers will be responsible for per-

mitting (including coordination with USArray), 

installation and maintenance of instruments, and 

documentation of station characteristics. They will 

also be responsible for GPS, strain, and other sen-

sor installation, station documentation including 

station metadata (critical station information such 

as site ID and antenna height), and maintenance of 

all instrumentation in the PBO project area (Fig-

ure II-2.6 and II-2.7). The Operations Manager will 

work closely with the PBO Standing Committee 

to make sure that implementation of PBO contin-

ues to meet the science objectives and work with 

members of the Advisory Committees to ensure 

that stations are installed in the correct scientifi c 

order. A key component of this job will be coordi-

nating the efforts between existing networks and 

new backbone and cluster installations. To achieve 

this, the Operations Manager will oversee engineers 

at six Regional PBO sub-network offi ces to coordi-

nate operations of the Northern California, South-

ern California, Basin & Range, Pacifi c Northwest, 

Rocky Mountain, and Alaska regions (Figure II-2.6). 

Basin & Range, Pacifi c Northwest, Rocky Mountain, 

and Alaska Regional Engineers will have a staff of 

one installation and maintenance Engineer and one 

technician. Northern California and Southern Cali-

fornia Regional Engineers, due to the larger num-

ber of installations in their regions, will supervise a 

dedicated strainmeter engineer, a GPS installation 

engineer, and two technicians. Depending on the 

PBO deployment schedule, fi eldwork constraints 

in Alaska, and PBO budget constraints, regional 

subnetwork offi ces may not be immediately staffed, 

and resources and personnel will be shared between 

offi ces under direction of the PBO Director. 

To ensure the science goals of PBO remain para-

mount in the operation of the facility, the PBO Op-

eration Manager and Regional Engineers will work 

Figure II-2.6. Operational division of PBO regions: Alaska, Pacifi c 

Northwest, Northern California, Southern California, Basin and 

Range, and Rocky Mountains. 

The Plate Boundary Observatory 
(PBO) Standing Committees
 

The PBO Standing Committee is an advisory committee of 
UNAVCO, Inc., appointed by and reporting to the UNAVCO, 
Inc. President. The role of the committee is to represent the scien-
tifi c community in the implementation and management of the 
PBO facility. The charge to the committee includes providing ad-
vice to the PBO Director and UNAVCO, Inc. President on mat-
ters that affect the accomplishment of the research goals of PBO 
as originally outlined in the PBO White Paper and EarthScope 
Project Plan and as evolve over the life of the PBO facility.

The current membership of the committee includes:
• Frank Webb, NASA/Jet Propulsion Laboratory - Chair
• John Bevin, Institute of Geological & Nuclear Sciences Lim-

ited (GNS)
• William Holt, SUNY at Stony Brook
• Susan Owen, University of Southern California
• Paul Segall, Stanford University
• Paul Silver, Carnegie Institute of Washington
• Mark Simons, California Institute of Technology

The fi rst responsibility of the committee has been to review and 
advise on the technical and cost feasibility of the PBO proposal, 
with emphasis on ensuring accomplishment of the data and ob-
servational needs of the PBO research community. The commit-
tee will play a pivotal oversight and advice role throughout the 
life of the PBO facility.
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closely with Science Advisory Committees during 

the reconnaissance, site selection, and permitting 

phases of PBO. In addition, PBO personnel will rely 

heavily on expertise that exists at the UNAVCO 

Boulder Facility and at existing regional GPS and 

strainmeter networks, and capitalize on this experi-

ence during the siting, reconnaissance, and permit-

ting of sites within each region. Although the re-

sponsibility of doing these tasks remains with PBO, 

the PBO Facility must interact, use, and build upon 

the existing expertise developed at NSF expense. 

The Geo-PBO coordinator will monitor and manage 

subcontracts with institutions that provide radio-

carbon and cosmogenic nuclide sample preparation 

and dating analysis. In addition the Geo-PBO coor-

dinator will work with subcontractors on the speci-

fi cation and delivery of a distributed image archive 

for storing and accessing Geo-PBO raw, composite 

and modifi ed images

A senior engineer position will be allocated to the 

UNAVCO Facility in Boulder, Colorado. This posi-

tion will be responsible for training, technology 

transfer, and rapid fi eld assistance in any region at 

the direction of the PBO director. Field engineers 

(current employees) from the UNAVCO Facility 

Figure II-2.7. Operations management structure under the PBO 

Director. Job titles in blue indicate UNAVCO, Inc. Employees. Job 

titles in purple represent UNAVCO Facility positions. 

and regional contract staff will be used on an as-

available/needed basis for installation, technical 

support, and maintenance. 

Campaign support will consist of a Campaign Sup-

port Engineer and a Technician to oversee cam-

paign equipment scheduling, maintenance, and 

shipping. Campaign fi eld support will be handled 

using UNAVCO Facility engineers requested 

through science proposals evaluated by panels with 

rotating membership. 

Data and Data Products 

The Data Products Manager will be responsible for 

data fl ow, data processing, data archiving, daily 

network state of health reports and maps, and will 

work with EarthScope Education and Outreach 

staff on the specifi cation of an EarthScope data/

data products display interface. The Data Prod-

ucts Manager will be a UNAVCO, Inc. employee 

and reside at UNAVCO, Inc. headquarters. The 

Data Products Manager will work closely with the 

PBO Director and the PBO Standing Committee to 

ensure that the data products are meeting the sci-

ence objectives of PBO. The Data Products Manager 

will oversee two critical aspects of PBO —raw data 

and data products (Figure II-2.8). A PBO Archivist 

will monitor raw data fl ow including strainmeter 

and GPS data, station metadata, and ancillary data 

(tilt, met). The Archivist will monitor the transport 

of raw data from regional centers to solution cen-

ters and GSAC archives. The UNAVCO Facility and 

SOPAC will archive GPS data and the UC Berkeley 

Seismological Laboratory (with a data mirror to the 

IRIS DMC) will archive strainmeter data (see Sec-

tion II-2.7 on Data Management and Archiving). 

The UNAVCO and SOPAC facilities are the primary 

community GPS archives and the U.C. Berkeley 

Seismological Laboratory currently archives all 

USGS strainmeter data. The PBO Archivist will be 

a UNAVCO, Inc. position and will report directly to 

the Data Products Manager. 

Campaign Technician

Senior Engineer

PBO Director

Operations Manager

Six
Regional Engineers

Six Jr.
Engineers

Six
Data Technicians Campaign Engineer

UNAVCO Inc.

UNAVCO Facility

Two Strainmeter 
Engineers

Permit Coordinator

GEO-PBO Coordinator
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PBO Director

Data Products Manager

Solution Coordinator PBO Archivist

GPS Processing 
Technician

GPS Processing 
Technician

Strain Processing 
Technician

Strain Processing 
Technician

SOPAC Archiving
Technician

UNAVCO Archiving
Technician

Berkeley Strain 
Archiving Technician

UNAVCO Inc.
Subaward
UNAVCO Facility
SOPAC
UC Berkeley

A Solution Coordinator will manage, quality check, 

and combine data products produced by PBO Solu-

tion Centers. The PBO Solution Coordinator will 

oversee production of the data products such as 

time series of estimated site positions (GPS) or 

daily strain time series (strainmeters), average site 

velocities (GPS), time series products (GPS and 

strainmeters), and ancillary data types and param-

eter estimates (GPS and strainmeters; see Section 

II-2.8 on PBO Data Analysis and Products) from 

two analysis centers. The Solution Coordinator will 

oversee GPS data products generated at Solution 

Centers and strain products generated at laser and 

borehole analysis centers. Subcontracts for GPS 

and Strain Analysis Centers will be awarded based 

on competitive bid. The PBO Director will appoint 

the Solution Coordinator. 

In summary, we feel this PBO management struc-

ture will provide accountability to sponsors, 

EarthScope partners, and the scientifi c commu-

nity, will achieve the scientifi c mandate outlined 

for PBO, and will capitalize on the experience and 

knowledge provided by existing investigators and 

NSF-funded facilities. 

Figure II-2.8. Data Products management structure 

under the PBO Director. 
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Background

The strainmeter and GPS site selection, reconnais-

sance, and permitting activities for PBO will be the 

responsibility of UNAVCO, Inc. Regional Engineers 

overseen by the Operations Manager and the PBO 

Director. In turn the PBO Director and Operations 

Manager will work closely with Science Advisory 

Committees to make sure the science objectives of 

PBO are achieved and sites are installed according 

to scientifi c priority. For both GPS and strainmeters, 

the station installation cycle involves preliminary 

siting of stations, a thorough site reconnaissance, 

and initiation and acquisition of a land use permit. 

Table II-2.3 shows the resources UNAVCO, Inc. will 

marshal to complete these tasks. 

Site Selection Procedure for GPS and 
Strainmeter Installations

Site selection process for PBO will be driven by the 

goal of maximizing the scientifi c return of each sta-

tion, maximizing the dependability of the station, 

and minimizing the overall cost of the installation. 

To accomplish this, Science Advisory Committees 

will meet as a pre-EarthScope activity in March of 

2003 to produce regional site location maps, often 

called “dots maps,” of station targets that satisfy the 

science goals of the network. 

The site selection process will start by using station 

location maps and PBO mini-proposals to produce 

a target installation map. Based on the number of 

stations allocated, scientifi c target and priority, ge-

ography, data communications layout, known per-

mitting issues, logistical considerations, coordina-

tion with other networks (see below) and pre-PBO 

funded network sensitivity analysis currently un-

derway at Stanford as a pre-EarthScope effort. The 

network sensitivity analysis will fi rst evaluate the 

capabilities of the proposed strainmeter and GPS 

networks and determine the detection threshold for 

a number of processes such as silent earthquakes 

on the Cascadia subduction and the San Andreas 

fault, dike propagation, and earthquake after slip. 

The result of the work by the Science Advisory 

2.3. Site Selection, Reconnaissance,
 and Permitting

Table II-2.3. Resources available for site selection, 
reconnaissance, and permitting activities.

Activity Resource

Preliminary station location Science Advisory Committees

Regional Network Operators

Station Reconnaissance UNAVCO, Inc. Regional Engineers

USArray Personnel

Contract Personnel

Station Permitting UNAVCO, Inc. Permitting Coordinator

Permit and Land Use Consulting Firm

Regional Seismic/GPS network operators

UNAVCO, Inc. Regional Engineers
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Figure II-2.9. Left fi gure shows USArray (upper), PBO (middle), and 180 stations with in 20 km of each other (bottom) that will be evaluated for 

collocation. Right fi gure shows ANSS (upper), PBO (middle) and 480 stations within 20 km of each other (bottom) that could be collocated.

Committees will be a set of prioritized yearly instal-

lation dots maps that can be used for site reconnais-

sance. The maps will be submitted to the UNAVCO 

Inc. President for approval. Once each is approved, 

the Regional Engineer can begin the site reconnais-

sance. 

A major goal of PBO is to constrain transient de-

formation at seismogenic depths. While surface 

geodesy places some constraints on this, seismic 

techniques, based on either temporal variations in 

seismicity, or in the properties of the medium itself, 

constitute a valuable complement to the surface in-

struments. This is why there are approximately 

200 PBO 3-component borehole seismometers that 

are collocated with the borehole strainmeters. We 

would very much like to augment the seismic com-

ponent of PBO, by collocating seismometers with 

the GPS receivers that are in seismogenic areas. 

Two opportunities exist for doing this: collocating 

stations with the USArray transportable array and 

collocating stations with existing seismometers in 

the Advanced National Seismic System (ANSS) 

(Figure II-2.9). 

The PBO observational array extends across the 

western United States and Alaska and will be in-

stalled over a fi ve-year period. The USArray 400 in-

strument transportable array will cover the entire 

United States (except Hawaii) and take ten years 

to complete. In years 1-5, USArray will focus on 

the western United States, starting in California 

and working to the eastern extent of the PBO. The 

time and geographic phasing of USArray provides 

a unique opportunity to collocate, at least for the 

duration of the USArray observations, GPS sensors 
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and broadband seismometers. At least 180 planned 

PBO sites are located within 20 km of USArray 

transportable array sites and are suitable for joint 

siting (Figure II-2.9). In addition, PBO will install 

151 systems in Years 1-5 in Alaska so that USArray 

can benefi t from reconnaissance and siting efforts 

when they arrive in Years 8-10. Both USArray and 

PBO are planning for joint reconnaissance and 

siting teams to evaluate these and other sites for 

instrument collocation. Finally, investigators will 

have access to an additional 200 broadband and 200 

short period instruments from the USArray Flexible 

Array that could be collocated at GPS sites. 

Another exciting possibility is the collocation of 

PBO permanent GPS receivers along with existing 

regional seismometers in the Advanced National 

Seismic System. These sites are already permitted 

and have power and communications issues re-

solved. Although the individual networks are popu-

lated with a variety of seismic instruments includ-

ing short, long period, and strong motion sensors, 

there are 480 locations where GPS and seismic 

instruments could be collocated (right bottom of 

Figure II-2.9). Members of the PBO Standing Com-

mittee and the UNAVCO, Inc. Board of Directors 

are currently opening discussions with the USGS 

and individual network operators on the feasibility 

of utilizing ANSS sites for permanent GPS installa-

tions.

Site Reconnaissance 

Site reconnaissance involves the transition from a 

mapbased image to the reality of a ground-based 

network. Stated another way, it is moving from 

a dot on a map with a 2-20 km uncertainty to an 

exact location on the ground for an installation. 

The PBO Operations Manager will specify criteria 

to be used for selecting GPS and combined GPS -

strainmeter sites. For GPS the primary criteria for 

site selection is 360° sky view down to 5° elevation, 

competent bedrock for a monument, availability of 

power and data communications, and site security. 

Strainmeter sites require suitable access for drill 

rigs, competent bedrock down to the target drilling 

depth (200 m), availability of power and data com-

munications, and site security. Satisfying all these 

criteria under the constraints of a dots map is often 

impossible and alternative sites must be relocated 

while the engineer is in the fi eld. The Regional En-

gineers will publish reconnaissance reports and dis-

cuss any signifi cant deviations from the dots maps 

with the PBO Director and Operations Manager 

who will in turn inform the Advisory Committees 

on changes. 

 Prior to going into the fi eld, Regional Engineers 

will coordinate with USArray operational person-

nel and local and regional agencies and scientists 

to optimize site visits, discuss logistics, and siting 

and permitting options. Regional Engineers will be 

responsible for performing a thorough, well docu-

mented site reconnaissance. The Regional Engineer 

will identify and coordinate with existing network 

operators, local scientists, local network engineers, 

and interested city, county, and governmental or-

ganizations who can assist in location, permitting 

and permission issues. The engineer will then visit 

each proposed site location, determine detailed 

on-site issues including land ownership, data com-

munications, power, security, and maintenance is-

sues. The engineer will provide a reconnaissance 

report for each site visit with recommendations 

on acceptance/rejection of the proposed site, and 

detailed information regarding permitting, installa-

tion, power, data communications, access, security, 

and maintenance issues. Strainmeter site recon-

naissance will require fi nding a minimum of two 

potential drill sites within the permit area, and be-

cause they will house GPS antennas, the sites must 

have an unobstructed sky view. During reconnais-

sance, if a site is clearly unacceptable, the engineer 

can visit alternative sites in the nearby area and 

make recommendations accordingly. The Region-

al Engineer and Operations Manager will review 

reconnaissance reports and recommend a more 
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detailed site visit, accept and move to the permit-

ting process for the station, or reject and reselect 

another site. 

Permitting 
 

Station permitting and the permit approval process 

dominate the time and uncertainty in predicting 

the rate of station construction, limit the ability 

of the stations to be scheduled for construction, 

and thus control the eventual rate of network de-

ployment. PBO will take a four-phased approach to 

obtaining 10-year (or greater) site installation and 

land use permits. First, we will attempt to negotiate 

an agreement between EarthScope and the Depart-

ments of Interior and Agriculture so that regional 

offi ces are aware, sympathetic, and willing to expe-

dite the permit process for the EarthScope initia-

tive. Second, we will hire a national consulting fi rm 

that specializes in acquiring land use permits to ob-

tain permits on BLM, Forest Service, National Park 

Service, county, state, and municipal lands. Third, 

PBO Regional Engineers will work with regional 

investigators who have tremendous experience in 

land use permitting in their local areas to gain per-

mits for additional sites. Fourth, we will look for op-

portunities to collocate stations on already permit-

ted lands or jointly permit sites with other agencies, 

for example USArray sites and sites in the existing 

national seismic arrays. A PBO Site Permit Coordi-

nator will integrate the entire process. 

Once a site is moved to the permitting phase, the 

PBO Site Permit Coordinator in consultation with 

the Regional Engineer will initiate the permit pro-

cess. Based on the landowner the following action 

will be taken:

• If the site is owned by a State, County, City or 

Government agency that has provided a blanket 

approval or has a history of a rapid approval/

denial process then the Regional Engineer or 

designated consultant will apply for a permit us-

ing criteria established between UNAVCO, Inc. 

and that agency. 

• If a state, county, city or government agency, 

BLM, Forest Service, or Park Service owns the 

site the permitting contractor will negotiate the 

Land Use Agreement.

 

• If the site is privately owned and the landowner 

has no permit restrictions the Regional Engineer 

or designated consultant will ask that the owner 

sign a PBO Land Use Agreement.

• If the site is privately owned and the landowner 

has permit restrictions the Regional Engineer or 

designated consultant will ascertain what spe-

cial conditions the landowner requires including 

lease payments, get approval from PBO Director 

and add an amendment to standard PBO Land 

Use Agreement.

Legal council for UNAVCO, Inc., in consultation the 

PBO Site Permit Coordinator and the designated 

permitting consultant, will develop the PBO Land 

Use Agreement and standard permit forms. The 

PBO Site Permit Coordinator will provide a month-

ly permitting report to the Operations Manager and 

PBO director who will advise the PBO Standing 

Committee (or designated subcommittee) of per-

mitting and site selection status. Once permits are 

obtained, a pre-installation report is compiled with 

recommendations on monument type, communica-

tions methodology, power infrastructure, and secu-

rity requirements at the site.
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Once GPS and strainmeter sites are permitted, sta-

tion installation involves the following steps:

1. Identifying and scheduling installation resourc-

es (drill rigs, equipment kits, installation crews 

and contractors);

2. Identifying and ordering installation equipment 

and major infrastructure materials (GPS receiv-

ers, strainmeters, seismometers, tiltmeters); 

3. Coordinating installations with other EarthScope 

programs and local agencies;

4. Scheduling the installations;

5. Conducting the installations;

6. Transitioning the site to an operational status. 

The PBO Operations Manager and PBO Director will 

provide overall project coordination with Regional 

Engineers who will be responsible for all phases of 

the site installation process and manage installa-

tion contractors for the strainmeter and GPS in-

stallation efforts. Regional Engineers will work to a 

station installation schedule published by the PBO 

Director that is based on priorities recommended 

by the Science Advisory Committees, funding avail-

ability, equipment and personnel availability, sta-

tion permitting, and logistical constrains such as 

the short fi eld season in Alaska. Online database 

utilities will be used to track the status of station 

installations for community wide visibility and for 

creating detailed installation reports.

GPS and strainmeter installations are divided into 

planning, below ground, above ground, break-in, 

and operational phases. Although the resources 

and techniques needed to accomplish GPS and 

strainmeter installations are different, the instal-

lation steps are similar. Within a region, two or 

three groups of contractors of varying skill level will 

work in parallel to optimize the station installation 

process (Figure II-2.10). For example, an unskilled 

crew could stage and prep a site for installation and 

then move to the next site. A highly skilled crew of 

drillers and welders would visit the site and do the 

below ground installation and move on to the next 

site. Finally, a crew skilled in data communications 

and power infrastructure would visit the site to do 

the above ground installation and commission the 

station. The Regional Engineer manages the entire 

process. 

Planning Phase

Planning an installation involves the identifi ca-

tion and scheduling of installation resources such 

as PBO and contractor personnel and equipment, 

and identifying and ordering installation equipment 

and major infrastructure materials from the equip-

ment depots (see Sections II-2.5 and II-2.6 on Ma-

jor Equipment Purchases and System Fabrication, 

Testing, and Deployment). 

Equipment ordering will be initiated by the Re-

gional Engineer using an online equipment request 

form that is tied to an up-to-date equipment inven-

tory of materials at the equipment depot. This re-

quest will trigger the depot technicians to locate, 

2.4. Site Installation

Figure II-2.10. Schematic diagram showing different phases of the 

station installation process. As each crew is fi nished they move to 

the next station.

PBO Regional Engineer

stage equipment
prep site

below ground
installation

above ground
installation
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inventory, package, and ship standard, pre-tested 

equipment bundles from the equipment depot. The 

PBO Operations Manager will monitor equipment 

inventories and shortages of critical installation 

components and rectify shortages and quality is-

sues in a prompt fashion. In parallel, the Regional 

Engineer will schedule the installation with the sta-

tion installation contractor, drillers, and other in-

stallation crews. As the equipment is received from 

the depot, the Regional Engineer will inventory the 

equipment, provide fi nal operational checks, and 

stage the installation equipment at the site. 

Below Ground Installation Phase

The below ground installation phase will likely be 

the most complicated due to the level of coordina-

tion needed between drillers and installation staff. 

For GPS stations, the type of substrate will dictate 

the type of monument used, which in turn will 

determine the complexity of the installation. For 

sites located in unconsolidated materials and areas 

with readily accessible bedrock the Wyatt-Agnew 

designed deep drill braced monument (DDBM) 

will be used (Figure II-2.11). This monument re-

quires a skilled installation crew, a truck mounted, 

multi-directional air impact drill capable of going 

to depths of 40-45 feet, and a grout pump to fi ll 

the holes and secure the legs. For bedrock sites 

with access problems the SCIGN short drill braced 

monuments (SDBM) will be used. The drilling and 

welding equipment needed for the SDBM can be 

carried in standard fi eld vehicles or helicopters 

making it ideal for remote installations. Detailed in-

stallation procedures are available for each of these 

monument types and a time interval of one to two 

days will be allowed for drilling and monumenting 

activities. Once monuments are installed, drillers 

will excavate holes for vertical supports for sys-

tem enclosures and solar panels, pads for USArray 

strainmeter enclosures, and drill holes for reference 

marks. There are a number of west-coast commer-

cial contractors with experience in the installation 

of both the short and deep drill braced monuments. 

New contractors will be sought for installations in 

Alaska and the Rocky Mountain regions of PBO.

Borehole strainmeter installations require a skilled 

drilling crew and a rig capable of drilling a cased 

hole to 100-200 m depth. For borehole installations 

the procedure is to drill an 8-inch diameter hole 

to 10-20 m depth; below this the strata are logged 

to verify the existence of solid rock. If the rock is 

high quality, the hole is drilled to 15 m above the 

target depth, cased, and cemented. The bottom is 

re-drilled to create an uncased section in which 

the strainmeter is installed (Figure II-2.12). A time 

interval of 1-2 weeks will be scheduled for this ac-

tivity. Once the hole is drilled to the proper depth, 

an expansive grout is pumped into the hole and the 

strainmeter is lowered into the grout and tested. Af-

ter the strainmeter is installed, the hole can be ce-

mented; if other sensors are installed this must be 

done in repeated steps of cementing up to a target 

depth followed by installing and testing each sensor, 

and further cementing above the sensor. A time in-

terval of two to four days, depending on the number 

of sensors installed, should be allocated for sensor 

installation. For PBO installations the strainmeter 

Figure II-2.11. A deep drilled (40-45 ft) monument at station SCIA in 

the SCIGN network (left) and a short drilled braced (6-10 ft) monu-

ment installed at station PUPU for the post-Nisqually earthquake 

response (right). 
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to contract and manage the drilling operations for 

PBO. DOSECC provides the benefi t of having a long 

history of working directly with NSF and USGS in-

vestigators on scientifi c drilling operations includ-

ing the installation of strainmeters in Hawaii and 

on Montserrat. 

Above Ground Installation Phase

The above ground installation phase includes the 

installation of power, communications, lightning 

protection, environmental sensors, and secu-

rity; performing site remediation; preparing the 

site installation report; and documenting station 

metadata. For GPS site installations this requires 

installing a GPS receiver, antenna leveling mount 

and GPS antenna, radome if required, and meteoro-

logical sensors for backbone stations. Contractors 

will perform GPS and strainmeter installations and 

Regional Engineers will manage the process. The 

GPS antenna type will be decided in a community 

based technology meeting but will most likely be a 

choke ring design with a Dorne Margolin antenna 

element. Antenna mounts and domes will be based 

on current community designs such as those devel-

oped for SCIGN. USArray and PBO will specify com-

mon DC and AC power systems, data communica-

tions systems (e.g., 802.11b, VSAT, radio modem), 

enclosures and security systems to enable common 

operations and maintenance activities. The ability 

of USArray and PBO staff to interchangeably sup-

port EarthScope infrastructure will have a dramati-

cally positive impact on the long-term support to 

the project. Installations in Alaska have specialized 

power and enclosure needs and the Regional Engi-

neer will work closely with the USGS and the Uni-

versity of Alaska that region. Specifi c data commu-

nications options are detailed in Major Equipment 

Purchases, Section II-2.5.

borehole casing will be used as a monument for a 

GPS antenna resulting in an overall savings on GPS 

monumentation, assuming sites with a 360° unob-

structed view of the sky are available. For drilling 

activities we have opened discussions with a con-

sortium called Drilling, Observation and Sampling 

of the Earth’s Continental Crust, Inc. (DOSECC) 

Figure II-3.12. Schematic of the USGS, Berkeley, and 

Carnegie strainmeter and GPS installation. From USGS 

Mini-Plate Boundary Observatory Fact Sheet 

DOSECC: Drilling, Observation and 
Sampling of the Earth�s Continental 
Crust, Inc.

DOSECC (www.dosecc.org) is a consortium of universities, 
national laboratories and a state geological survey dedicated 
to providing a bridge between earth science and drilling tech-
nology primarily for NSF funded investigations. DOSECC does 
this through contracts with experienced drilling engineers who 
are able to work with investigators to plan and develop realistic 
budgets for drilling operations and managing drilling projects. 
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Pre-operational Phase

GPS and strainmeter stations will operate for two 

weeks before being declared operational. During 

this time the on-line station documentation and 

metadata forms are completed, the data quality 

checked, initial solutions are performed, and data 

fl ow issues resolved. The Regional Engineer will 

work closely with the Data Products manager to en-

sure the station telemetry is reliable and robust and 

that strainmeter data are free of unusual artifacts 

due to grout curing. Once the station has passed the 

break-in period it will be declared operational. 
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Background

The GPS component of the PBO will be a homo-

geneous network consisting of a common receiver 

and antenna type, a suite of standardized monu-

ment types to be used based on local geology con-

ditions and access, a suite of standardized data 

communications options depending on site-spe-

cifi c conditions, and a standardized power system. 

These component systems will be procured through 

a competitive process based on a detailed perfor-

mance specifi cation to be developed by the PBO Di-

rector in consultation with the community and PBO 

Standing Committee. In the event this competitive 

process suggests the need for a phased approach to 

the purchase of certain components such as GPS 

receivers, several multi-year purchases may be re-

quired to accommodate future developments. The 

fabrication of these components into GPS station 

systems will be out-sourced based on a competitive 

process. The UNAVCO Facility will be responsible 

for receipt of systems from the fabrication vendor, 

fi nal system testing, and shipping to meet the needs 

of either backbone or regional network installation. 

One of the lessons learned from the SCIGN net-

work installation was that it is critical to systemati-

cally test systems prior to fi eld deployment. In the 

SCIGN network both GPS antennas and receivers 

experienced technical problems requiring replace-

ment and refurbishment after they were installed. 

As a result of this experience, PBO will not rely on 

manufacturers to do fi nal systems checks prior to 

deployment. Figure II-2.13 shows the functional re-

lationship among the component vendors, the fab-

rication vendor, the UNAVCO Facility, and regional 

networks.

GPS Systems

The UNAVCO community has extensive experience 

in the selection of GPS systems for installation in 

large regional networks. The process for such se-

lection has been validated through past large scale 

purchases including the community Academic Re-

search Infrastructure (ARI) procurement of over 

250 systems in the mid-1990’s, the SCIGN network 

of 250 systems in the late 1990’s, and the Suomi-

Net Major Research Infrastructure (MRI) purchase 

of over 100 systems in 2000. A GPS system speci-

fi cation will be developed by the PBO Director 

based on past community experience and new 

receiver/antenna developments which will be used 

by UNAVCO, Inc. to issue a competitive Request for 

Proposals (RFP) to the major commercial GPS ven-

dors that develop and manufacture high-end, dual 

frequency receivers and geodetic quality antennas. 

The following are the primary requirements of the 

GPS receiver and antenna system:

• Dual frequency, L1 and L2 pseudorange; L1 and 

L2 phase observables; carrier phase precision 

<2 mm L1 and L2 at 30 sec (or lower) sampling; 

pseudorange precision <30 cm on L1 and L2 at 

30 sec. (or lower) sampling;

2.5. Major Equipment Purchases

Figure II-2.13. Functional Relationship between GPS Component 

and System Fabrication Vendors and the UNAVCO Facility
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• 12 channels L1, 12 channels L2; full phase and 

pseudorange data must be tracked, recorded 

and streamed from a minimum of 12 satellites 

simultaneously;

• Must stream GPS observables at a minimum of 5 

Hz;

• L1, L2 SNR in dB HZ referenced to 1 Hz band-

width SNR (amplitude) discretization should be 

better than 0.5% of full scale;

• Separate L1/L2 antenna with ground plane with 

well defi ned and documented phase (and gain) 

pattern allowing mixing with other standard an-

tennas with negligible error;

• Low power < 4 W;

• Direct Ethernet connectivity;

• Support for BINEX GPS data streaming and log-

ging; 

• Backward compatibility with anticipated future 

modifi ca tions/enhancements to the GPS space 

segment including new civilian frequencies.

The UNAVCO Facility will conduct extensive test-

ing of GPS vendor equipment supplied as part of 

the RFP. The Facility will provide an analysis of 

performance/cost benefi ts of different receiver/

antenna types. The fi nal choice for major equip-

ment vendors will be made by the PBO Director 

in consultation with the PBO Standing Committee 

(or designated subcommittee) and based on test 

results, functionality, and price. Full-scale pro-

duction of PBO GPS systems will commence only 

upon successful First Article testing of the winning 

vendor by the UNAVCO Facility. GPS receiver pur-

chases will be phased on an annual basis consistent 

with the planned installation schedule. The goal 

is to have the same equipment at all PBO sites. If 

a vendor makes modifi cations or upgrades to the 

equipment during the installation of PBO (e.g. im-

plementation of C/A code on L2), we will evaluate 

the modifi cation for backward compatibility and 

insure the additional functionality is worth the loss 

of homogeneity. The issue of maintaining a homo-

geneous network from a form and function perspec-

tive, however, will remain paramount.

 

As part of USArray, 16 geodetic quality GPS receiv-

ers will be collocated at Advanced National Seismic 

System (ANSS)/Global Seismic Network (GSN) 

sites. UNAVCO, Inc. will advise USArray on the rec-

ommended receiver and antenna, as well as specifi -

cations for monumentation and infrastructure. 

The purchase of the 100 portable Campaign GPS 

receivers for PBO will begin with the development 

of a detailed equipment specifi cation as part of a 

Request For Proposal (RFP) that will be sent to the 

major geodetic GPS equipment manufacturers. Ten 

of the 100 systems will be purchased with real-time 

kinematic capability requiring additional radio 

and data logging equipment. Real-time kinematic 

systems will be used to rapidly map fault traces 

and profi le fault escarpments and collect precise 

position information for GIS based geologic map-

ping. The RFP will require GPS vendors to pro-

vide a proposal detailing how their system meets 

the specifi cation and provide a cost structure for 

quantity discounts. The UNAVCO Facility will test 

all equipment to ensure data quality and receiver 

portability/functionality requirements are met with 

an emphasis on data quality, minimal loss of data, 

power consumption, ease of use, and lifetime cost 

of operations and maintenance. A report and rec-

ommendation for purchase will be made by the Fa-

cility to the PBO Director. The winning vendor will 

be required to submit a First Article to the Facility 

for acceptance testing before large-scale shipment 

commences. Upon receipt of production quanti-

ties of equipment, the Facility will implement an 

internal test and acceptance plan to check every-

thing from inventory lists of materials to individual 

receiver/antenna performance.

Strainmeter Systems

The number of borehole strainmeters to be in-

stalled as part of the PBO is about four times the 

number that have been installed in the United 

States in the past 20 years. In addition, there is a 

limited pool of geodetic quality strainmeter manu-
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Figure II-22.14. Installation of a Gladwin Tensor 

Strainmeter instrument.

facturers and each installation is customized. The 

PBO Strainmeter Working Group evaluated current 

strainmeter technology and recommended using 

a mix of Sacks-Evertsen dilatometers and Glad-

win Tensor Strain instruments (Figure II-2.14) for 

borehole installations, and the SIO/IGPP instru-

ment for long-baseline laser strainmeter installa-

tions. The working group recommended an initial 

purchase of 50 borehole systems split evenly be-

tween the Sacks-Evertsen dilatometers for volcano 

deployments and Gladwin Tensor Strain instru-

ments for deployment in non-volcanic regions. The 

Working Group also recommended that a small 

number of the newer SES3 (Sacks-Evertsen-Sakata 

3-component strainmeter) are purchased and test-

ed relative to the Gladwin Tensor Strain instrument. 

Subsequent strainmeter purchases will depend on 

the quality and performance of systems purchased 

in previous years. Laser strainmeters manufactured 

by SIO/IGPP will be placed at sites that are densely 

instrumented with borehole strainmeters and GPS 

(e.g., Parkfi eld, Landers-Hector Mine region, and 

Durmid Hill).

All strainmeter systems considered for deployment 

in PBO are made by small university or government 

research groups. For the quantities of borehole sys-

tems required for PBO and to realize cost savings 

based on larger volumes, fabrication and quality 

assurance testing must be contracted to outside 

manufacturers. However, the manufacturers must 

be carefully supervised at each stage in the pro-

duction process by instrument designers to ensure 

documented strainmeter design criteria are met. 

For strainmeter installations we have budgeted a 

small sum to fund instrument designers to produce 

technical plans, fabrication, assembly, and quality 

control documentation for hand off to contracted 

manufacturers. 

The PBO will have a large seismic component 

including 175 seismometers installed along with 

strainmeters in borehole installations. USArray will 

advise PBO on the preferred instrument to maxi-

mize return to the scientifi c strainmeter, seismic, 

and geodetic communities. The minimum specifi -

cation will include a 3-component, 1-Hz, borehole 

seismometer with simple moving coil sensors (e.g., 

an L4). If budget permits, the 1 Hz system can be 

upgraded to a 3-component broadband sensor (e.g., 

Guralp CMG3T). Broadband instruments require 

tighter borehole casing specifi cations, thus adding 

a signifi cant cost to the project. Since borehole 

strainmeters will be deployed in clusters of ~5 in-

struments, the option exists to upgrade one of the 5 

boreholes to a broadband instrument thereby mini-

mizing the upgrade cost. 

 

Data Communications Systems

As with GPS receivers, the UNAVCO community 

has considerable experience in the evaluation and 

implementation of a wide range of data commu-

nications options. First-hand experience has also 

shown the benefi ts of quasi-real time data commu-

nications in terms of station maintenance and trou-

bleshooting, and overall data availability and qual-

ity, as well as the streamlining of downstream data 
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quality control and processing. Other issues come 

into play such as integrating GPS, strainmeter, and 

seismic data at collocated sites. Given the consid-

erable geographic extent and variable conditions 

under which PBO systems will be installed, a tiered 

approach for data communications will be required, 

as follows:

1. Direct Internet connectivity will be the pre-

ferred choice of data communications at each 

station;

2. If a suitable Internet connection is not available 

within proximity to the station, radio modems/

radio repeaters will be used to transfer data to 

an Internet node;

3. If the distance to an Internet node exceeds the 

distance capability of radio modems, then a 

commercial satellite-based Internet connection 

(e.g., Starband or DIRECWAY/Hughes) will be 

used;

4. If a satellite-based Internet connection is not 

an option based on local conditions, a Very 

Small Aperture Terminal (VSAT) system will 

be used; VSAT may also be used as a local hub 

for small-scale sub-networks such as on volca-

noes; a VSAT download Hub is available at the 

UNAVCO Facility in Boulder and others may be 

established based on need and specifi c satellite 

footprint, e.g., for Alaska;

5. If none of the above options are viable, a cell 

phone modem connection will be used;

6. If none of the above options for quasi-real time 

data communications are viable, periodic man-

ual downloads will be performed by network 

staff.

The various data communications options identi-

fi ed above which require specifi c hardware will be 

procured on a competitive basis at the component 

level by UNAVCO, Inc. and shipped direct from 

the source to the fabrication vendor for assembly 

into integrated stations. The specifi c choice of data 

communications option will be made on a station-

by-station basis by the Regional Engineers and 

communicated to the UNAVCO Facility, which will 

bundle system specifi cations for assembly by the 

fabrication vendor. 

Power Systems

DC power is preferred for running PBO stations 

because of community experience with the stand-

alone nature and reliability of DC power. Most GPS 

sites run on < 12 W and strainmeters consume < 

30 W of DC power. Combinations of solar panels 

and batteries, with high-quality voltage regulators 

and critical lightning isolation have been shown 

to be both reliable and cost effective in both types 

of installations. The PBO Director will develop the 

specifi cation for the power systems and the system 

components purchased by competitive RFP by 

UNAVCO, Inc. Power components will be shipped 

directly to the fabrication vendor for assembly into 

GPS stations.

Monuments

The GPS research community has converged on 

two GPS monuments for PBO with a site-specifi c 

decision to be based on accessibility. The monu-

ment of choice for both unconsolidated materials 

and bedrock installations is the deep drilled braced 

monument (e.g., Figure II-2.11). This design mini-

mizes the probability of monument motion but is 

the most expensive option in terms of both material 

and personnel time for installation, and requires ac-

cess by a full-sized drill rig. In cases where access 

by a drill rig is not possible (e.g., National Parks), 

a short drilled braced monument developed by 

SCIGN with the legs drilled using a large electronic 

hand drill has been found effective in the SCIGN 

network and at several geodetic quality SuomiNet 

stations. Other cases, for example permafrost in-

stallations in Alaska and areas with no bedrock and 

where limited accessibility exist, the type of monu-

ment installed will be evaluated on a case-by-case 
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Figure II-2.15. Schematic diagram of a typical PBO permanent GPS installation with satellite Internet option. 

Figure II-2.16. Schematic diagram of a combined permanent GPS, 

strainmeter, and seismometer installation. This type of installation 

also includes a borehole tiltmeter, a pore pressure transducer, heat 

fl ow monitor and barometric pressure sensor. 

basis. The fi nal decision on which option to use will 

be made by the respective Regional Engineer in 

consultation with the PBO Director and Operations 

Manager on a site-specifi c basis depending on sci-

ence, budget, and logistics considerations.

Installation Options

A standard permanent GPS installation hosts a 

high quality, deeply anchored monument, a dual 

frequency GPS antenna and receiver, data com-

munications and power infrastructure, and secure 

system enclosures. Figure II-2.15 shows a typical 

DC-based installation with satellite modem com-

munications similar to a prototype PBO site on 

Guadalupe Island off the coast of Baja. Other com-

munications options include direct connection to 

the Internet, or a radio or microwave modem relay 

to download computer.

Combined GPS, borehole strainmeter, and seis-

mometer installations will likely be the most com-

plex in terms of below ground drilling, data commu-

nications, and power. For these installations, solar 

systems capable of generating ~30 W of power and 

communications systems capable of full-time 56 

kbps transmission are required (Figure II-2.16).
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Background

As discussed in the previous section, UNAVCO, 

Inc. will handle the purchase of PBO hardware with 

component vendors shipping system parts directly 

to the fabrication vendor who will assemble the 

GPS and strainmeter stations. The completed sta-

tions will then be shipped to the UNAVCO Facility 

for fi nal inventory, testing, and eventual shipment 

to regional networks for installation. The fabrica-

tion vendor will be chosen in part based on prox-

imity to the Boulder Facility location. Strainmeter 

systems will ship directly from the manufacturer 

to the Boulder Facility or regional network offi ces. 

The details of how this process will work are pro-

vided below.

System Fabrication

The GPS component of PBO will have four major 

subsystems including GPS receiver and antenna, 

data communications, power, and monuments. All 

of these subsystems will be procured directly from 

vendors based on a competitive RFP process as 

previously discussed. The receiver/antenna, com-

munications and power subsystems will be shipped 

in accordance with a pre-determined weekly sched-

ule from the manufacturers’ location directly to the 

fabrication vendor. The UNAVCO Facility will be 

responsible for maintaining the master schedule for 

subsystem shipments, system fabrication, receipt 

of fi nished systems at the Facility, and shipments to 

the regional networks for installation. Figure II-2.17 

shows the fl ow of planning information between the 

vendors, fabrication vendor, Facility and regional 

networks.

The UNAVCO Facility will have the prime respon-

sibility as the information clearinghouse for the 

site-specifi c hardware requirements for all the re-

gional networks as well as the backbone network. 

UNAVCO will ensure the fl ow of planning informa-

tion and materials between the subsystem vendors 

and fabrication vendor and oversee the shipment of 

fi nished systems to individual sites or regional ship-

ping hubs as specifi ed by the regional networks. 

This process will insure adequate communication 

between all parties and eliminate confusion regard-

ing the fl ow of equipment within the network. 

For borehole strainmeter instruments an external 

subcomponent manufacturer will be used with 

supervision of fi nal fabrication and quality assur-

ance provided by strainmeter designers. Instru-

ment manufacturers are required to produce at 

least two production prototype instruments using 

the same methods planned for the production run. 

Pre-production units will be tested by the UNAVCO 

Facility prior to authorization of a production run. 

A minimum lead time of six months will be allowed 

for production of the fi rst fully tested borehole sys-

tems following authorization of the program. This 

2.6. System Fabrication, Testing, 
and Deployment

Figure II-2.17. Flow of planning information between the PBO com-

ponent vendors, fabrication vendor, UNAVCO Facility and regional 

networks
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minimum time assumes the existence of a fully de-

fi ned production prototype as of the date the PBO 

program is funded. Potential instrument providers 

must be prepared to formally guarantee production 

rates of at least thirty instruments per year to re-

quired standards in the second year, and up to 50 

units per year thereafter. It is desirable for instru-

ment production rate to be at least 50% higher than 

deployment rates to maximize test time and ensure 

that no fi eld deployment opportunities are lost.

System Testing

The fi nished GPS and strainmeter systems will 

be shipped from the fabrication vendor to the 

UNAVCO Facility in accordance with a published 

weekly schedule. The systems will be inventoried 

at the system level as well as at the individual com-

ponent part number level. The Facility will develop 

appropriate testing facilities to ensure equipment 

testing and burn-in are accomplished to meet the 

installation schedule developed by the regional net-

works. Automated test stations with PC-controlled 

data collection will be built to ensure all critical sys-

tem functions are exercised and that the systems 

are burned in suffi ciently to avoid shipping broken 

systems into the fi eld. Confi guration records in-

cluding everything from part numbers to GPS data 

records will be maintained in an already developed 

UNAVCO Facility equipment relational database 

for each system as part of the overall confi guration 

management process for the network. This data-

base will allow entry of hardware changes from the 

fi eld as maintenance and repair activities are con-

ducted over the life of the network. Prototype and 

production run strainmeter systems will be tested 

at the UNAVCO Facility based on USGS and manu-

facturer test criteria. 

System Deployment

Once successfully inventoried, tested and burned-

in, GPS and strainmeter systems will be shipped 

to specifi c regional network sites or local shipping 

hubs as directed by the Regional Engineer. The 

individual components for monuments will either 

be shipped along with the systems, or the regional 

networks will have the option of acquiring mate-

rials locally. For example, independent drill rig 

crews operating on a regional basis could install 

drilled braced monuments. The UNAVCO Facility 

will maintain vehicles for local movement of com-

ponents and systems. The Facility will have the 

fl exibility to expedite delivery of systems on a rush 

basis to remote locations over the western US when 

commercial shippers cannot respond adequately.
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Background

The PBO Data Products Manager will oversee the 

reliable transfer of GPS and strain data from the 

regional networks to PBO supported long-term 

archives. All campaign and continuous GPS and 

strainmeter data will be made immediately avail-

able to the PBO community via the archives and 

the PBO web site. PBO data 

management will be stream-

lined by: (1) taking advantage 

of the GPS community’s long 

history of successful data 

transmission and archiving, 

(2) by having a network of 

two to three standardized 

fi eld equipment packages, (3) 

by having a single point of 

collection and dissemination 

of station metadata, and (4) 

using new data distribution 

tools and interfaces. The pro-

posed model for data fl ow in 

PBO shows data fl owing from 

Data Providers (primarily Data 

Technicians at Regional Cen-

ters) through a data transport 

layer to Processing Centers, 

Archives, and end users (Fig-

ure II-2.18). Data manage-

ment of the 200+ continuous 

sites currently managed by 

UNAVCO involves a complex 

data management strategy due 

to a wide range of individual site equipment and 

communications confi gurations. PBO continuous 

sites, in contrast, will be treated as a single project, 

with uniform site and communications confi gura-

tions. This will allow for a high degree of effi ciency 

in data management. Retaining metadata in a data-

base rather than transmitting metadata with the fi le 

will simplify metadata management.

2.7. Data Management 
and Archiving 

Figure II-2.18. Plate Boundary Observatory Data Management and Archiving Schematic.
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Regional Data Communications

In the proposed data management model, the pri-

mary job of the Regional Data Technicians is to 

download data from regional GPS and strainmeter 

stations. Each region will manage on the order 

of 100 or more GPS stations and 10 or more 

strainmeters. Data Technicians will be responsible 

for data links from individual stations to the region-

al data hub. The technicians will place the raw data 

into a pick-up directory and an automated Internet 

data distribution system, for example UNIDATA’s 

Internet Data Distribution “IDD” project’s Local 

Data Manager “LDM” software, grabs the data and 

delivers it to Processing Centers and Archives. 

Data Transport Model

Data transport for PBO requires a secure, automat-

ed, and freely available Internet data distribution 

system for data and product fi le transfer. The cho-

sen system should have the ability to do multiple 

fi le retries, work over noisy data links, and provide 

automated fi le purging. For example, LDM was ad-

opted by the Atmospheric GPS project SUOMINET 

for automated transfer of raw GPS data (e.g. BINEX 

format) from 50 universities across the world. 

SuomiNet raw data are placed in a data queue on 

a local computer connected to the Internet. LDM 

picks up the data and delivers it to archiving and 

processing centers then distributes the resulting 

products back to project investigators. 

In PBO, 13 full time LDM nodes, including regional 

download hubs and PBO processing facilities, would 

be established for automated transfer of raw GPS, 

strain data, and derived products. Additional nodes 

can be created to capture campaign data from in-

dividual investigators if needed. The data injected 

from each region are simultaneously deposited at 

each of the archive and processing centers (Figure 

II-2.18). In this model, additional processing cen-

ters can also subscribe to data and then LDM will 

deposit data directly in their local LDM queues. 

LDM is then used to transport solutions from pro-

cessing centers to the machine used to display PBO 

results and products. This model has the security 

benefi t that traditional ftp access for outside us-

ers is provided only from the archive centers, and 

optionally from the processing centers. Also, the 

users of the raw data (archives, solution centers, 

independent processors) get the data at the same 

time and independently of each other. For example, 

a processing center need not depend on an archive 

center for the data. 

PBO Archives

The UNAVCO Community currently supports two 

long-term archives, one at the UNAVCO Facility 

and another at the Scripps Orbit and Permanent 

Array Center (SOPAC). These two groups will re-

ceive funding to preserve and redistribute the en-

tire PBO GPS raw data set and derived products 

(coordinates, velocities, strain rates, etc.). These 

archive centers will mirror the data and solution 

products and will be linked and accessible via the 

GSAC system. For GPS data, the raw data fi le name 

will contain key information such as 4-char ID, 

monument id number, download node name, date 

and time. This information can be used to extract 

additional site metadata from the PBO database en-

suring up-to-date and accurate information about 

Local Data Manager (LDM)

The Unidata Local Data Manager (LDM) is a collection of coop-
erating programs that select, capture, manage, and distribute 
scientifi c data products. The system is designed for event-driven 
data distribution, and is currently used in the Unidata Internet 
Data Distribution (IDD) project. The LDM system includes net-
work client and server programs and their shared protocols. An 
important characteristic of the LDM is its support for fl exible and 
site-specifi c confi guration. Geodetic Customers for LDM include 
a number of stations in the EBRY network, stations belonging to 
the NOAA Forecast Systems Laboratory, and all the SuomiNet 
GPS stations. The Unidata LDM software is used by more than 
150 universities/cooperating agencies and is freely available 
via anonymous ftp.
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the site. By using a product like LDM, both archives 

(and for that matter the analysis centers as well) si-

multaneously receive identical data from all the re-

gional networks, which greatly simplifi es the task of 

mirroring data. Since the unmodifi ed raw GPS data 

are the fi le type transferred throughout the system, 

and metadata are only obtained from a single com-

mon database, there is no modifi cation of the data 

or metadata along the way and thus sources of er-

ror are reduced. The data will fl ow straight from the 

source into the archives and processing centers. 

Strainmeter data will undergo quality control pro-

cessing at the northern and southern California re-

gional centers and will be archived in SEED format 

at the U.C. Berkeley Seismological Laboratory with 

a copy of the data residing at the IRIS Data Manage-

ment Center (DMC) located in Seattle. 

The PBO archivist will monitor the archive con-

tent via the GSAC. Simple scripts can be created 

to automatically verify correct mirroring of the raw 

and solution data using GSAC tables produced at 

each archive and processing center. The archives 

can provide traditional RINEX and log fi les using 

the raw data and metadata obtained from the PBO 

database.
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The GPS research community has many years of 

experience with operation of a community-based 

data and data products infrastructure through the 

International GPS Service (IGS). The IGS has as 

its goal the worldwide distribution of data and data 

products required for determining precise GPS sat-

ellite orbit solutions and geophysical results. This 

process is made possible by the efforts of indepen-

dent but coordinated data analysis centers whose 

products are combined into offi cial IGS products 

through a rigorous community-determined process. 

This model has the benefi t of producing redundant 

solutions that can help to identify network or analy-

sis problems and it allows a combined “best” solu-

tion for geodynamic modeling. The IGS model will 

also easily accommodate other data types such as 

borehole and laser strainmeters as discussed be-

low.

The PBO Data Products Model

The key characteristics of the PBO data and data 

products model include:

• Open and immediate availability of raw data for 

the entire network, including both permanent 

station GPS and strainmeter and campaign GPS 

data; 

• Specialized datasets available upon request, e.g., 

higher data rates for experiments;

• Well-documented and web-accessible site/

equipment descriptions and metadata;

• Multiple individual analysis centers (IAC) using 

different analysis software;

• Independent Analysis Center Coordinator 

(ACC);

• Redundant quality control assessments by the 

IAC and ACC;

• Open availability of a suite of high quality offi -

cial data products.

There is clear community consensus that more 

than one analysis center is needed in order to pro-

vide verifi able data products. A total of four analysis 

centers will be supported through PBO, two each for 

GPS and strainmeter data. Each center will reduce 

either raw GPS or laser and borehole strainmeter 

data to fi nal products. Subawards for the analysis 

centers will be made based on a competitive bid 

process that emphasizes established processing and 

analysis capability and degree of institutional cost 

sharing. An independent PBO Solution Coordinator 

will oversee production of a suite of PBO Facility 

data products (detailed below) and the combina-

tion of products into offi cial PBO products. The 

PBO Director will appoint the Solution Coordinator 

based on a competitive job search. For campaign 

2.8. Data Analysis 
and Products

The IGS was formally established in 1993 and 
provides raw GPS tracking data and data products 
such as precise orbits, clock solutions, troposphere 

delays, ionosphere maps, and station positions, all in support 
of geodetic and geophysical research. These products are 
produced by Individual Analysis Centers (IAC) with an offi cial 
combined product produced by an independent Analysis Cen-
ter Coordinator (ACC). The ACC is appointed by the IGS Board 
and has full oversight and responsibility for all products. All IGS 
products and data are available on the Internet via anonymous 
ftp. Weekly reports are generated and archived that discuss the 
quality and latency of the products. Annual reports are also 
generated by both the Analysis Centers and the ACC. 
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data we propose that each GPS Analysis Center 

will accommodate routine processing of campaign 

data including the generation of campaign solution 

SINEX fi les. 

Requirements for a 
PBO Analysis Center

The PBO Director will solicit proposals from the 

geodetic community for two PBO Analysis Cen-

ters (PBO-AC). A fundamental requirement for 

GPS data processing will be that at least two differ-

ent software packages are used in the production 

of products, for example Bernese, GIPSY, and/or 

GAMIT. Each software package approaches the 

analysis problem differently and thus reconciling 

differences in the solutions leads to the ultimate 

accuracy of GPS. In addition to the proven ability 

to analyze GPS data, any organization selected to 

function as a PBO Analysis Center must also be able 

to isolate modeling errors, improve analysis strate-

gies, and estimate precise ephemerides, all of which 

require a sophisticated understanding of the data 

and analysis software.

Each Analysis Center will provide daily solutions 

to the Analysis Center Coordinator in a predeter-

mined format (e.g., SINEX) for GPS or reduced time 

series for strain. With a single raw data type from 

PBO GPS receivers (e.g., BINEX), Analysis Centers 

can directly read the raw data fi le, eliminating the 

need to translate to RINEX, while obtaining up-to-

date station metadata directly from the PBO op-

erations database. Each Analysis Center will also 

be required to provide feedback and corrections 

to the station metadata database if errors are de-

tected during the analysis process, e.g., processing 

results showing a position jump possibly indicating 

a non-geophysical displacement of a monument or 

movement of an antenna. Analysis Centers will be 

required to accommodate and process specialized 

data sets, such as high rate GPS or strainmeter data 

on request.

Analysis Centers will provide annual reports out-

lining their analysis strategies (and any changes 

therein), and detailing accuracy statistics for all 

stations within their purview. Any changes in anal-

ysis strategies must be announced to and approved 

by the Analysis Center Coordinator to ensure the 

coherency of the data and data products from that 

Center. All Analysis Center summaries and reports 

will be posted on the PBO web site.

Requirements for the PBO Analysis 
Center Coordinator

The PBO Director will appoint an Analysis Center 

Coordinator (ACC) to produce the offi cial PBO 

products in a timely manner and to constantly 

assess the quality of the offi cial PBO products. A 

secondary but important role will be to use the offi -

cial PBO products to fl ag possible transient motion 

associated with specifi c GPS and/or strainmeter 

stations so that the community can respond with 

additional instrumentation or analysis. The ACC 

will be a full-time position with the incumbent 

having a strong geodetic background with a de-

tailed understanding of strainmeter error correc-

tion, GPS analysis strategies, and the application of 

reference frame constraints to GPS solutions. The 

ACC and the PBO Director will provide a yearly re-

port to the PBO Standing Committee so the offi cial 

PBO products can be assessed for accuracy and 

scientifi c relevance. Appropriate data sets will be 

submitted as contributions to projects such as the 

UNAVCO community GPS Velocity Project (http:

//icarus.unavco.ucar.edu/science_support/crustal_

motion/dxdt/gpsvel/) and the International Earth 

Rotation Service (IERS).

PBO Products

The most fundamental PBO product will be daily 

RINEX data fi les, GPS Cartesian position estimates, 

and a reduced strainmeter time series. Each GPS 

Analysis Center will produce a network solution on 
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a daily basis including station positions and vari-

ances, most likely in SINEX format, and a simpli-

fi ed solution time series such as JPL’s XML time 

series fi les. The Analysis Center Coordinator will 

then combine the two Analysis Center solutions to 

produce an offi cial daily PBO SINEX fi le. The refer-

ence frame will be determined by the ACC in con-

sultation with the PBO Director. Each GPS Analysis 

Center will provide automated PBO campaign data 

processing to ensure that data are processed in a 

consistent and effi cient manner. Derivative prod-

ucts will include GPS tropospheric water vapor, 

precise orbits, and ionospheric total electron con-

tent estimates. 

Figure II-2.19. Top graph shows raw borehole strainmeter data. 

Progressive graphs show removal of bad data and an exponential 

curve induced in the data due to grout cure effects.

For strainmeter data, a daily time series will be 

produced that applies corrections for solid earth 

tides, barometric pressure corrections, and any 

exponential trends resulting from grout curing and 

known seasonal signals (Figure II-2.19). For laser 

strainmeters the data product will be an edited time 

series with bad data points removed, spurious off-

sets removed (strain measurement, and end-monu-

ment corrections from the anchors) and end-monu-

ment motions, laser frequency, and vacuum level 

corrections applied to the series (Figure II-2.20). 

The Analysis Center Coordinator will produce a 

PBO station velocity and strain map that will be 

updated on a regular basis. Some level of geophysi-

cal modeling of the PBO data may also take place 

to guarantee the quality and suffi ciency of the data 

to meet PBO research goals. Otherwise, geophysi-

cal modeling and development of model products 

will be a component of the associated EarthScope 

research program.

Figure II-2.20. Laser strainmeter record from SCIGN. Blue: the uncor-

rected strain between the strainmeter ends. Red: residual strain with 

tidal signal removed. Green: corrections from the optical anchors at 

the south and north ends. Pink: correction for changes in the vacuum. 

Bottom Blue and Red: fully corrected strain and residual strain. 
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Introduction

Fault systems are persistent through time, often 

with a life cycle lasting on the order of 1 to 10 Myr 

with repeat times of major earthquakes (durations 

of the seismic cycle) on the order of hundreds to 

thousands of years. Hence, any attempt to under-

stand tectonic systems must include observations 

over this wide range of time scales. The geodetic 

component of the PBO will provide a backbone 

of GPS sites, targeted clusters of GPS sites, and 

borehole and laser strainmeter arrays that will 

defi ne the strain fi eld of the upper continental 

crust on the decadal time scale, including tran-

sient modes of deformation. Geo-PBO will provide 

image data and dating facilities that will allow in-

vestigators to examine the strain fi eld at longer 

time scales (Figure II-2.21). The PBO Facility will 

support paleoseismic and geologic investigations 

funded through the PBO science proposal process. 

A science based community workshop (see: http:

//www.unavco.org/research_science/publications/

proposals/pbo/geo_pbo_wp.pdf) recommended that 

the PBO Facility provide the following support and 

infrastructure: 

• Support for the purchase of aerial imagery such 

as ASTER (Advanced Space-borne Thermal 

Emission and Refl ection), SPOT, Light Detec-

tion and Ranging (LIDAR), and Advanced Laser 

Swath Mapping (ALSM) to identify and charac-

terize active tectonic structures across the PBO 

region. 

• Specifi cation and development of an image data 

archive and retrieval system that will make ac-

quired images easily accessible to the entire 

EarthScope community.

• Support for new and existing NSF-funded radio-

carbon and cosmogenic nuclide chemical prepa-

ration facilities. 

Aerial and Satellite Imagery

In years 2-5 of the PBO project, PBO will support 

the acquisition of $2.3 million dollars worth of im-

agery, a combination of aerial imagery (photogra-

phy, LIDAR) and satellite imagery (SPOT, ASTER, 

IKONOS, QuickBird). The Geo-PBO Advisory com-

mittee will provide guidance on the location and 

type of imagery required. To archive, process, and 

display the images, we propose to purchase com-

mercial products that can be combined to produce 

an Internet-based image-processing capability for 

the EarthScope community. The components of the 

system include: a physical disk archive and server 

2.9. Geo-PBO

Figure II-2.21. Aerial photograph (top) and LIDAR (bottom) image of 

the Toe Jam Hill fault scarp. Paleoseismic investigations confi rmed that 

the scarp records at least one large earthquake since the last ice age. 

Note the fossil beach terrace that surrounds this part of Bainbridge 

Island: it was uplifted about 7 meters in a single large earthquake 

about 1,100 years. From http://geohazards.cr.usgs.gov/pacnw/

paleo/bainisl/sfhistory.html
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system with software to catalog purchased and ana-

lyzed images; a data processing server and software 

to manipulate (subset, enhance) images; and a sim-

ple and inexpensive interface so users can select, 

manipulate, and send new images to the archive 

for storage (Figure II-2.22). Development of the 

image archive will require approximately 750 per-

son-hours to create the links between the various 

software packages and a simple user interface. Im-

age acquisition activities will be closely coordinat-

ed with sponsors at NASA to capitalize on existing 

imagery, software and processing utilities includ-

ing large volume satellite data purchases. Another 

example of potential collaboration with NASA is the 

use of existing software such as RODIN, an image 

data archive and retrieval system developed as part 

of NASA’s NEpster system which give users internet 

access to distributed image archive systems includ-

ing Goddard’s Distributed Active Archive Center 

(DAAC). RODIN was developed for NASA Goddard 

by the GST Corporation (http://www.gst.com/) and 

could be easily modifi ed to accommodate Geo-PBO 

image archiving needs.

Geochronology

The Geo-PBO workshop also identifi ed a need for 

enhanced dating facilities. EarthScope science pro-

posals for trenching activities and other quaternary 

geologic studies will gen-erate as many as 2000 dat-

able samples/year. To handle this volume of mate-

rial, we propose to enhance existing dating infra-

structure. Dating samples is a two-stage process; 

fi rst the samples are reduced to accelerator targets 

using wet chemical techniques, then accelerator 

mass spectrometry (AMS) is used to measure time 

dependent accumulations of radionuclides such as 

isotopes of beryllium, carbon, aluminum, chlorine, 

calcium, and iodine that occur in sampled material. 

There are suffi cient AMS facilities to handle the 

throughput of samples required by PBO. However, 

sample preparation (especially for cosmogenic nu-

clides), is time and labor intensive, and will be a 

signifi cant bottleneck for PBO. We propose to aug-

Figure II-2.22. Proposed image archive and processing scheme for 

PBO. End users access and process images through a web interface. 

All processing activity occurs on an image manipulation server. 

Processed images can be returned to the archive for long term stor-

age. 

ment the staff at one existing radiocarbon prepara-

tion facility such as National Ocean Sciences Ac-

celerator Mass Spectrometry Facility (NOSAMS), 

Purdue Rare Isotope Measurement Laboratory 

(PRIME), Lawrence Livermore National Labora-

tory Center for Accelerator Mass Spectrometry 

(CAMS), University of Arizona Accelerator Mass 

Spectrometry Laboratory (AMS), or the University 

of Colorado INSTARR Nuclear Structure Research 

Laboratory (NSRL) at a level of $450 k over a three-

year period. For cosmogenic isotope preparation we 

proposed to create one new lab ($1.12 M over fi ve 

years) and augment one existing lab ($450 k over 

a three-year period). The Geo-PBO Advisory com-

mittee will advise on the selection of laboratories 

for staff augmentation and the establishment of new 

laboratories. 

A UNAVCO Inc. Geo-PBO coordinator will over-

see and manage subcontracts to geochronology 

facilities, establish and maintain the servers for 

the image archive and processing, and specify and 

monitor the development of the user interface and 

provide training to PBO investigators on how to use 

the system. 
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In summary, Geo-PBO will provide an archive 

of fault image data. These images will be used in 

EarthScope funded geologic studies to extend fault-

ing records beyond the decade time scales available 

from the geodetic side of PBO. And Geo-PBO will 

greatly increase the capacity for dating samples 

that are acquired during these investigations.



Part II. The EarthScope Observatory
2. PBO

98

The primary activity of the PBO will be to provide 

data and data products so that interested scientists 

can study the plate boundary zone without the bur-

den of managing a large network. A broad spectrum 

of users will benefi t from PBO including research-

ers interested in using raw data and those who use 

higher level products to develop and test geophysi-

cal models. In addition the PBO will service educa-

tors through Education and Outreach activities, lo-

cal surveyors through base station data and velocity 

estimates of benchmarks, and researchers interest-

ed in ancillary products such as GPS derived tropo-

spheric water vapor, precise orbits, and ionospheric 

total electron content estimates. 

The main portal into the PBO will be through a 

World Wide Web interface with data, data products, 

and station metadata available via a web interface 

and anonymous ftp. These tools will be closely co-

ordinated between PBO and the larger EarthScope 

Education and Outreach effort. The Data Products 

Manager will maintain the web interface and con-

tent with help from the operational staff. Some mis-

sion critical information such as station installation 

documentation that contains sensitive contact de-

tails and data routing information such IP addresses 

will not be publicly available. Proposed items for 

the web include:

• General info on PBO—with links to related proj-

ects such as USArray and SAFOD

• Network installation timeline

• Station permitting status reports

• Site installation documentation

• Graphical and text based network reports

• Site maintenance reports

• Station metadata and raw data

• Analysis center time series and combined time 

series

• Velocity and strain maps

• Links to ancillary products from PBO (clocks, 

orbits, Earth Orientation Parameters, tropo-

sphere, ionosphere) 

• Links to modeling software and public domain 

PBO software

• Acknowledgements and contacts

• News pages

• Links to educational materials and resources

• Calendar of related workshops, seminars

• How to request support

The fi nal bullet is critical for the success of PBO. 

It will be designed for investigators who have ques-

tions on how to get data or results, how to request 

special data sets, or how to schedule campaign 

GPS systems and engineering support through 

PBO. More importantly, new investigators and stu-

dents interested in becoming involved in using the 

products of PBO should use the request form. The 

support request will be modeled on a similar page 

found on the UNAVCO Facility web site (https:

//www.unavco.net/project/forms/howtorequestsup

port.html) (Figure II-2.23). When an investigator 

clicks on this link, they are presented with sup-

port options to select. Depending on the support 

required the information requested on the form 

changes. Once the form is completed it is sent to 

the relevant section of the UNAVCO Facility with 

2.10. Utilizing the PBO 

Figure II-2.23. Help request form found on the UNAVCO Facility 

web site. 
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a copy to Facility managers. For PBO for example, 

investigators could use a form similar to this to re-

quest campaign support, science proposal budgets, 

and specialized data sets or to ask general questions 

of PBO staff. This tool has proven to be an effective 

mechanism for receiving, tracking and cataloging 

investigator requests and provides the ability to 

quickly generate statistics on who is requesting 

support. 
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2.11. Budget 
and Budget JustiÞ cation

Introduction and Summary

The EarthScope Observatory will have two ma-

jor NSF funding components including a fi ve-year 

Major Research Equipment and Facilities Con-

struction (MREFC) component that will build the 

core EarthScope Facilities, and a ten-year Opera-

tions and Maintenance (O&M) component funded 

through Research and Related Activities (R&RA) 

accounts.

The budget presented here is for the MREFC por-

tion of EarthScope’s Plate Boundary Observatory 

(PBO) (Table II-2.4). The budget for PBO operations 

and maintenance is covered in a separate proposal. 

Funding for the PBO component of Earthscope is 

proposed to fl ow through a cooperative agreement 

to UNAVCO, Inc. UNAVCO, Inc. currently operates 

on a direct cost basis, so corporate management 

and administrative costs associated with PBO are 

explicitly included in the budget at 30% of corpo-

rate staff and associated operating costs.

UNAVCO Inc. will hire 55 staff to install and es-

tablish initial operational capability for 1,050 

Global Positioning System (GPS) and strainmeter 

instruments, provide data and data products to the 

EarthScope community, and provide management 

and administrative support to the project. PBO staff 

will operate from the UNAVCO Facility, the Scripps 

Orbit and Permanent Array Center (SOPAC) ar-

chive, the University of California, Berkeley Seis-

mological Laboratory, and through subawards to 

major participating universities, with the majority 

of positions accounted for as UNAVCO Inc. staff.

Currently, in the western U.S. there is approxi-

mately one borehole strainmeter for every 20-30 

continuously operating GPS stations. PBO will 

change that ratio to about one-to-four. Based on the 

large number of GPS stations previously installed 

in the western U.S., the installation costs are well 

known. Borehole strainmeter installation costs, on 

the other hand, can vary by more than 100% de-

pending on the diffi culty of drilling the borehole. 

To accommodate the large uncertainty in the 

strainmeter costs, strainmeter installations will be 

prioritized such that the highest priority groupings 

of stations are installed fi rst. This will provide a way 

to control costs while ensuring the highest priority 

sites are completed successfully.

To account for regional differences in logistics and 

associated diffi culties in installations, strainmeter 

and GPS installation costs were fi rst calculated 

on a region-by-region and per-station basis. These 

numbers were then used to calculate a network-

wide average installation cost. Annual costs were 

then calculated by multiplying the average costs by 

the number of systems to be installed on an annual 

basis (Table II-2.4). Table II-2.4 therefore provides 

a summary of the total PBO costs including equip-

ment and installation, personnel and associated 

space, travel and offi ce costs, support for the Geo-

PBO program, and activities of the PBO Standing 

and other advisory committees. Based on NSF guid-

ance, a 5% project contingency fee is allocated to 

buffer against unexpected cost overruns. The bud-

get justifi cation that follows addresses these line 

items in more detail.
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Station Deployment Schedule
The deployment schedule shown in Table II-2.5 is 

based on the number of target stations specifi ed in 

the EarthScope Project Plan, the estimated rate at 

which land-use permits can be acquired, and the 

number of GPS and strainmeter systems that can 

be installed given the proposed staffi ng levels. This 

schedule will evolve as the various PBO advisory 

committees meet and prioritize station installa-

tions based on science goals. Equipment purchases 

will be accelerated in the early years of the propos-

al and non-critical staff deferred to balance out the 

yearly budget allocations once they are specifi ed. 

The initial 50 GPS installations in Year 1 refl ect sta-

tions that will require little or no lead time for land-

use permitting. Discussions with representatives 

within the proposed regions indicate there are at 

least 35 sites with current or pending permits that 

can be used by PBO. Rapid permitting is expected 

for at least 10-15 backbone sites targeted for private 

lands in the Rocky Mountain and Basin and Range 

regions. The limited number of strainmeter instal-

lations in Year 1 refl ects the lead time required for 

strainmeter manufacturers to produce systems 

once orders are in place and provides time for 

strainmeter installation documentation and staff 

training. Remaining installations are ramped up in 

Years 2 through 4 and taper in Year 5, after which 

the installations will be complete. Laser strainmeter 

installations may be shifted into Years 1 through 3 

based on budget opportunities, advisory committee 

recommendations, and availability of skilled staff to 

begin the installations.

System Installations

For each region, station installation categories were 

defi ned so that reasonable average equipment and 

installation costs could be estimated. For example, 

in northern and southern California, the category 

types that were defi ned include strainmeter sta-

tions with GPS monuments on the borehole casing, 

GPS stations requiring deep-drill braced monu-

ments, GPS stations requiring short-drill braced 

monuments, and backbone stations requiring me-

teorological packages. The cost of equipment and 

installation for each category of installation was 

then calculated and averaged to produce a regional 

average equipment and installation cost (Table II-

2.6).

Costs for installation of stations in Alaska are the 

most complex due to extreme environmental con-

ditions, remoteness, and distance between stations. 

Average station costs for Alaska are therefore de-

veloped in the discussion below as representative of 

the most extreme conditions related to installation 

operations. Other regions follow a similar but less 

complex cost rationale, the details of which can be 

found on the UNAVCO, Inc. web site. 

Detailed Budgets - Alaska

Station installations for the Alaska region are bro-

ken down into fi ve categories: 

• Helicopter required, remote, multiple GPS and 

strainmeter installations, primarily focused in the 

Aleutians.

• GPS sites accessible by road. 

Table II-2.5. Equipment Deployment 
Schedule for PBO (Actual Installations)

Project Year CGPS Campaign BSM LSM

1 50 50 2 1

2 20 50 15 2

3 250 70 2

4 250 70 0

5 125 18 0

Total Sites 875 100 175 5

CGPS = permanent GPS tectonic and volcanic cluster and back-

bone sites; Campaign = portable GPS systems; BSM = borehole 

strainmeter systems; LSM = laser strainmeters.



Part II. The EarthScope Observatory
2. PBO

103

• Single site helicopter GPS installations.

• Sites accessible by scheduled air, fl oat plane, or 

boat service.

• Stations with unknown access.

The cost to install stations in each category differs 

primarily due to the type of monument and trans-

portation costs. For example, this section discusses 

the costs for installations at remote sites that re-

quire helicopter support for access, and where a 

group of GPS instruments and strainmeters will 

be installed in a cluster. Budget details for the re-

maining classes of stations can be accessed via the 

UNAVCO, Inc. web site.

Instrument clusters requiring helicopter access are 

limited to tectonic and volcanic locations in the 

Gulf of Alaska/Bering Sea. To come up with an av-

erage station cost for these sites, a cluster of eight 

stations was assumed installed at the same time, 

thus sharing barge and helicopter costs (Table II-

2.7). Staging for these sites occurs at a base station 

with air or sea support, for example Dutch Harbor 

for installations on Akutan and False Pass for sta-

tions on Unimak.

All GPS stations in this case use short drill braced 

monuments compatible with helicopter transport 

and augmented solar/enclosure systems developed 

at the USGS Alaska Volcano Observatory and the 

University of Alaska. For these sites, data com-

Table II-2.6. Average Strainmeter and GPS Costs per Region.

MRE Costs
Number of  

Instruments Network Cost

Average Cost 
Per Station

Strainmeters

Alaska 13  $1,939,323  $149,179 

Pacifi c Northwest 8  $1,071,179  $133,897 

Northern California 86  $11,503,899  $133,766 

Southern California 64  $8,560,313  $133,755 

Rocky Mountain 4  $536,219  $134,055 

Basin and Range 0       

Total MRE Strainmeters 175  $23,610,932  $134,920

GPS

Alaska 151  $7,210,415  $47,751 

Pacifi c Northwest 149  $5,447,382  $36,560 

Northern California 261  $9,062,641  $34,723 

Southern California 170  $5,903,610  $34,727 

Rocky Mountain 54  $2,188,623  $40,530 

Basin and Range 90  $3,317,478  $36,861 

Total MRE GPS 875  $33,130,148  $37,863 

Total for MRE Equipment 1050  $56,741,080  $54,039 
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Table II-2.7. Detailed Gulf of Alaska/Bering 
Sea Region PBO Installation Costs.

(Assumes 6 networks of 8 stations for 48 total)

Instrumentation Cost per Cost per 8

Permanent GPS

GPS receiver  $5,200  $41,600 

GPS antenna  $3,000  $24,000 

Domes & Mounts  $1,000  $8,000 

Data transmission (1)  $5,188  $41,500 

Met Station (backbone only)   

Power and enclosures (2)  $7,500  $60,000 

Security   

Cables  $1,000  $8,000 

Subtotal  $22,888  $183,100 

Installation

Permanent GPS

Reconnaissance  $2,000  $16,000 

Permitting (3)  

Monumentation (4)  $2,000  $16,000 

Installation

Travel (5)  $563  $4,500 

per diem (6)  $1,875  $15,000 

Shipping (overland)  $2,000  $16,000 

Helicopter (7)  $8,047  $64,375 

Fuel and transport (8)  $1,500  $12,000 

Shipping (barge)  $625  $5,000 

Subtotal  $18,609  $148,875 

Total Per Station Install Cost  $41,497 

(1) Assume 1 VSAT remote (25k) for 8 station radio network and 3 

repeater radios at $1.5k each per network.

(2) Alaska installations require enhanced enclosures ($3k) and ~ 3 

times the number of batteries.

(3) Assume no permitting costs (personal communication from Jeff 

Freymueller).

(4) Assume all short drill braced monuments

(5) Assume $1500 each for 3 persons.

(6) Assume 25 days to install 8 stations with $200/day per diem for 

3 people.

(7) Assume helicopter $1600/day for 25 days. Assume 3 hrs per 

day fl ight time at $325/hour.

(8) Assume 2 barrels fuel per day for 25 days @ $200/barrel. 

Assume $2k fuel transport costs.

munications will use Time Delay Multiple Access 

(TDMA)-based radio modems at each site broad-

casting to a remote Very Small Aperture Terminal 

(VSAT) satellite terminal handling both GPS and 

strainmeter data sets. A PBO-funded VSAT hub sta-

tion, located at the University of Alaska, will receive 

data from the remote stations and forward it to data 

processing centers and archives. Each installation 

assumes three people are required, equipment 

is delivered to the staging location by barge, and 

personnel fl y by contract or commercial air car-

rier into the local airport. From there, helicopters 

are used to perform station installations, assuming 

eight GPS stations can be installed in a 25-day peri-

od taking into account no-fl y days. Helicopter costs 

are based on rates charged in the summer of 2002 

and include a daily cost of $1600/day and three 

hours of fl ight time per day at $325/hour. Helicopter 

costs are increased to $2400/day for the heavy lift 

requirements for strainmeter installations. Helicop-

ter costs, fuel, barge and transport costs are based 

on GPS station installations on Akutan and Unimak 

islands in the summer of 2002 (J. Freymueller, per-

sonal communications, 2002). Maintenance of the 

stations will require one group-site visit per year 

and savings can be obtained by visiting strainmeter 

and GPS stations simultaneously. Maintenance 

costs are included in a companion O&M proposal. 

Table II-2.8 summarizes total Alaska installation 

costs by category of installation and year, including 

one-time costs such as the Alaska VSAT hub.

A similar budget development process is repeated 

for the remaining installation categories in Alaska 

and installations in northern and southern Califor-

nia, Basin and Range, Pacifi c Northwest, and Rocky 

Mountain regions. These and other budget details 

can be found at the UNAVCO Inc. web site.
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Personnel

The Plate Boundary Observatory MREFC budget 

covers costs associated with station deployment, 

data fl ow, archiving, and product generation. These 

efforts, to be managed by UNAVCO, Inc., will re-

quire approximately 55 staff positions distributed 

across several organizations to meet the needs of 

the proposed PBO management plan (Figure II-

2.24). Approximately 22 of these positions are op-

erational personnel assigned to regional offi ces to 

handle local station reconnaissance, permitting, in-

stallation, and maintenance tasks (Figure II-2.25). 

Five UNAVCO Facility operations positions include 

a Senior Engineer, a technician managing deploy-

ment of the campaign instruments, and three tech-

nicians handling the equipment depot that supports 

receiving, testing, inventory and shipping functions 

for all equipment components and fabricated sys-

tems. Fourteen positions are allocated for data ar-

chiving and products generation. Administrative 

Table II-2.8. Five-year Summarized Cost for All Alaska Stations. 

Cost Breakdown # Stations MRE

Alaska Strainmeter 13  $1,928,875 

Alaska Volcano Clusters SDBM 48  $1,991,850 

Alaska Road Access DDBM 13  $694,936 

Single Install Helicopter Access SDBM 13  $596,230 

Single Scheduled Air Access SDBM 13  $511,379 

Single Remote Boat Access SDBM 8  $301,095 

Single Unknown Access DDBM 56  $2,993,572 

Additional Costs

     1 KU band VSAT Hub  $125,000 

     Bandwidth (yr)

     Short DBM equipment (2)  $6,800 

Total Year 1-5 PBO MRE Cost  $9,149,737 

Prorated Add’l 
Costs Total

Strainmeter MRE Costs $1,928,875 $10,448 $1,939,323

GPS MRE Costs $7,089,062 $121,352 $7,210,415

Total $9,017,937 $131,800 $9,149,737

Figure II-2.24. Proposed staffi ng levels by organization.

personnel include eight positions for contracts, 

purchasing, fi nance, accounting, property man-

agement, confi guration management, safety, Web 

support and general administration. UNAVCO, Inc. 

Headquarters personnel include the PBO Director, 

Operations Manager, Data Integrator/Manager, Geo-

PBO Coordinator, Reconnaissance and Permitting 

Coordinator, and Safety Offi cer.
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Early hiring of operational staff is critical so that 

reconnaissance and permitting activities can com-

mence immediately after project approval. To con-

serve the budget, hiring of data management, ar-

chive and data products staff is deferred to Year 2. 

As the build out of the network nears completion in 

Year 5, appropriate operations staff will transition 

into a maintenance role. A list of PBO job titles and 

Years 1-5 salaries can be found at the UNAVCO, Inc. 

web site on the URL referenced previously. Salaries 

are increased by 3% per year for infl ation and the 

benefi ts rate is 30.55% on 100% of salary.

To facilitate management of PBO installations, 

the PBO network is divided into six geographic 

regions (Table II-2.9). A UNAVCO, Inc. Engineer 

will manage each region and be responsible for all 

installations and data fl ow within the region. The 

regional Engineers will be trained in both GPS and 

strainmeter installations, however given the com-

plexity of strainmeter installations, two dedicated 

Strainmeter Engineers will be responsible for in-

stallation and training operations in southern and 

northern California. As previously discussed, the 

cost and complexity of installing and maintaining 

the PBO Facility will be different in each region, 

e.g., Alaska stations are estimated to be ~10-30% 

more expensive with more diffi cult long-term main-

tenance and logistic concerns than similar instal-

lations in California. The Senior Engineer at the 

Facility will work as a roving resource to assist the 

regional Engineers with training, troubleshooting 

problem stations, and general support within their 

region.

Administrative Costs

Administrative costs include non-project related 

travel support (meetings and training), offi ce and 

warehouse space, computers, communications 

charges, furniture, vehicles and trailers, and reloca-

tion expenses. Each regional offi ce will have ~2,000 

ft2 of warehouse/storage space with the Boulder 

Facility allocated ~10,000 ft2 for equipment as-

sembly, testing, shipping and storage. Each region 

is allocated one 4X4 fi eld vehicle and one trailer for 

tools and installation equipment. Each PBO staff 

member will have an offi ce space allocation of 120 

ft2 at $15/ ft2 (~$1,800). Each employee is provided 

a phone, systems administration, and Internet bud-

get of $7,500/year, a $1,000 furniture budget and 

is allocated a $2000 computer. Ten percent of staff 

to be hired are allocated a relocation budget. A de-

tailed listing of administrative costs can be found 

on the UNAVCO, Inc. web site. 

Figure II-2.25. PBO positions by task.

Table II-2.9. Engineering Resources 
Allocated for Each PBO Region.

Region Strainmeters GPS Engineers

Alaska 13 151 3

Pacifi ci Northwest 8 149 3

Northern California 86 261 5

Southern California 64 170 5

Rocky Mountain 4 54 3

Basin and Range 0 90 3
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ScientiÞ c Motivation for SAFOD

While the last several decades have seen a greatly 

improved understanding of the kinematics of the 

San Andreas and other plate-bounding fault sys-

tems around the world, the physical and chemical 

processes that control earthquake nucleation and 

rupture propagation remain a mystery. Not surpris-

ingly then, myriad untested and unconstrained 

hypotheses fi ll the geophysical literature based on 

inferences from laboratory and theoretical studies. 

Today, we know virtually nothing about the com-

position of the fault at depth, its constitutive prop-

erties, the state of in-situ stress or pore pressure 

within the fault zone, the origin of fault zone pore 

fl uids, or the nature and signifi cance of time-depen-

dent fault zone processes.

The central scientifi c objective of the San Andreas 

Fault Observatory at Depth (SAFOD) is to study 

directly the physical and chemical processes that 

control deformation and earthquake generation 

within an active plate-bounding fault zone. A de-

tailed scientifi c rationale and experimental plan 

for SAFOD can be found in a proposal that was 

submitted to NSF in August 1998 (available at the 

SAFOD web site: http://www.icdp-online.de/html/

sites/sanandreas/news/). The 1998 proposal also 

includes synopses of an integrated suite of allied 

scientifi c investigations proposed by 33 research-

ers from 19 U.S. universities, about 15 scientists 

from the U.S. Geological Survey (USGS) and other 

national labs, and scientists from 12 institutions in 

4 foreign countries. These proposals —and doubt-

less many more—will be resubmitted to NSF and 

other U.S. and international funding agencies under 

EarthScope.

SAFOD will enable a broad spectrum of the Earth 

science community to address multiple scientifi c 

objectives: 

•  Through long-term fault zone monitoring and 

in-situ observations of the earthquake source, 

we will be able to test and improve models for 

earthquake rupture dynamics, including such 

effects as transient changes in fl uid pressure, 

fault-normal opening modes and variations in 

slip pulse duration. These observations can be 

used directly in attempts to generate improved 

predictions of near-fi eld strong ground motion 

(amplitude, frequency content and temporal 

characteristics) and more reliable models for 

dynamic stress transfer and rupture propaga-

tion. These latter processes are believed to 

control earthquake size (i.e., whether or not a 

small earthquake will grow into a large one) and, 

hence, are crucial to long-term probabilistic as-

sessments of earthquake hazard. 

•  By directly evaluating the roles of fl uid pres-

sure, intrinsic rock friction, chemical reactions 

and the physical state of active fault zones in 

controlling fault strength we will provide earth-

quake researchers the opportunity to simulate 

earthquakes in the laboratory and on the com-

puter using representative fault zone properties 

and physical conditions. These studies will also 

allow for improved models of static stress trans-

fer and earthquake triggering at a regional scale 

and between specifi c faults, as needed for inter-

mediate-term seismic hazard forecasting follow-

ing large earthquakes.

3.1. Field Systems: 
Technical Description 
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• The results of the proposed experiment are 

critical to development of more realistic mod-

els for the seismic cycle and assessment of the 

practicality of short-term earthquake prediction 

in two ways. First, in the fault zone monitoring 

phase of the proposed experiments, we will be 

able to determine if earthquakes are preceded 

by accelerating fault slip (e.g., a nucleation 

phase) and/or transient changes in fl uid pres-

sure. Second, we will be able to determine 

whether or not factors that might dramatically 

lower fault strength (high pore pressure and/or 

chemical fl uid-rock interactions, for example) 

are closely related to the processes controlling 

earthquake nucleation. Our current knowledge 

of fault zone processes is so poor that not only 

are we unable to make reliable short-term earth-

quake predictions, but we cannot scientifi cally 

assess whether or not such predictions are even 

possible.

.•  As the weakness of plate boundaries (relative to 

plate interiors) is a fundamental aspect of plate 

tectonics, how and why plate boundary faults 

lose their strength is of fi rst-order importance 

for understanding where plate boundaries form, 

how they evolve with time and how deformation 

is partitioned along them. 

While the idea of drilling into the San Andreas 

Fault has arisen many times over the past several 

decades, this project had its origin in December 

of 1992 when a workshop was convened on sci-

entifi c drilling into the San Andreas Fault zone at 

the Asilomar Conference Center in Pacifi c Grove, 

California. The purpose of this workshop, which 

was attended by 113 scientists and engineers from 

seven countries, was to initiate a broad-based sci-

entifi c discussion of the issues that could be ad-

dressed by drilling and direct experimentation in 

the San Andreas fault, to identify potential drilling 

sites and to identify technological developments re-

quired to make this drilling possible. As discussed 

at Asilomar and numerous workshops since then, 

there are a number of critical scientifi c questions 

about the mechanics of faulting and earthquake 

generation that can only be addressed by drilling 

(see SAFOD web site). In the context of the pres-

ent proposal—to conduct drilling, sampling, in-situ 

measurements, and long-term monitoring to depths 

of 4 km with SAFOD—these questions include: 

•  What are the mineralogy, deformation 
mechanisms, and constitutive properties 
of the fault gouge? Why does the fault creep? 

What are the strength and frictional properties 

of recovered fault rocks at realistic in-situ con-

ditions of stress, fl uid pressure, temperature, 

strain rate, and pore fl uid chemistry? What 

determines the depth of the shallow seismic-to-

aseismic transition? What is the nature and ex-

tent of chemical water-rock interaction and how 

does this effect fault zone rheology? 

•  What is the ß uid pressure and permeability 
within and adjacent to the fault zone? Are 

there superhydrostatic fl uid pressures within 

the fault zone and through what mechanisms 

are these pressures generated and/or main-

tained? How does fl uid pressure vary during 

deformation and episodic fault slip (creep and 

earthquakes)? Do fl uid pressure seals exist 

within or adjacent to the fault zone and at what 

scales?

•  What are the composition and origin of 
fault-zone ß uids and gasses? Are these fl uids 

of meteoric, metamorphic or mantle origin (or 

combinations of the three)? Is fl uid chemistry 

relatively homogeneous, indicating pervasive 

fl uid fl ow and mixing, or heterogeneous, indicat-

ing channelized fl ow and/or fl uid compartmen-

talization?

•  How do stress orientations and magnitudes 
vary across the fault zone? Are the principal 

stress magnitudes higher within the fault zone 

than in the country rock, as predicted by some 
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theoretical models? What is the strength of the 

shallow (creeping) fault and how does this com-

pare with depth-averaged strengths inferred 

from heat fl ow and far-fi eld stress directions?

•  How do earthquakes nucleate? Does seismic 

slip begin suddenly or do earthquakes begin 

slowly with accelerating fault slip? Do the size 

and duration of this precursory slip episode, if it 

occurs, scale with the magnitude of the eventual 

earthquake? Are there other precursors to an 

impending earthquake, such as changes in pore 

pressure, fl uid fl ow, crustal strain, or electro-

magnetic fi eld?

•  How do earthquake ruptures propagate? Do 

earthquake ruptures propagate as a uniformly 

expanding crack or as a “slip pulse”? What is 

the effective (dynamic) stress during seismic 

faulting? How important are processes such as 

shear heating, transient increases in fl uid pres-

sure, and fault-normal opening modes in lower-

ing the dynamic frictional resistance to rupture 

propagation?

•  How do earthquake source parameters scale 
with magnitude and depth? What is the mini-

mum size earthquake that occurs on the fault? 

How is the long-term energy release rate at 

shallow depths partitioned between creep dis-

sipation, seismic radiation, dynamic frictional 

resistance, and grain size reduction (i.e., by in-

tegrating fault zone monitoring with laboratory 

observations on core)?

•  What are the physical properties of fault-
zone materials and country rock (seismic 
velocities, electrical resistivity, density, po-
rosity)? How do physical properties from core 

samples and downhole measurements compare 

with properties inferred from surface geophysi-

cal observations? What are the dilational, ther-

moelastic, and fl uid-transport properties of fault 

and country rocks and how might they interact 

to promote either slip stabilization or transient 

over-pressurization during faulting?

•  What processes control the localization of 
slip and strain? Are the fault surfaces defi ned 

by background microearthquakes and creep the 

same? Would the active slip surface(s) be rec-

ognizable (through core analysis and downhole 

measurements) in the absence of seismicity 

and/or creep?

An important scientifi c benefi t of conducting this 

project at Parkfi eld comes from the fact that by 

working at Parkfi eld we will be drilling in an area 

of active creep and microseismicity. By drilling in 

an actively slipping portion of the fault, we will be 

able to study the nucleation and rupture processes 

of microearthquakes with near-fi eld seismic re-

cordings, investigate whether temporal variations 

in pore pressure occur during fault slip (creep and 

earthquakes) and study the processes responsible 

for shear localization.

The Need for SAFOD

In spite of the enormous amount of fi eld, laboratory, 

and theoretical work that has been directed toward 

the mechanical and hydrological behavior of faults 

over the past several decades, it is currently impos-

sible to differentiate between—or even adequately 

constrain—the broad range of conceptual models 

currently extant in the geological and geophysical 

literature. For this reason, the Earth science com-

munity is left in the untenable position of having 

no generally accepted paradigm for the mechani-

cal behavior of faults at depth. One of the primary 

causes for this dilemma is the diffi culty of either 

directly observing or inferring (with some degree 

of confi dence) physical properties and deformation 

mechanisms along faults at depth. 
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to the surface. Finally, with the rare exception of 

localized melts generated by rapid seismic slip 

(i.e., the pseudotachylytes occasionally found in 

exhumed fault zones), there are currently no reli-

able microstructural indicators that can be used to 

differentiate between seismic slip and creep. Thus, 

the importance of fl uids in earthquake generation 

and rupture is impossible to assess with any degree 

of certainty based solely on studies of exhumed 

fault rocks.

Drilling and downhole measurements in active fault 

zones would provide critical tests of interpretations 

and hypotheses arising from laboratory rock me-

chanics experiments and geological observations 

on exhumed faults. Drilling provides the only direct 

means of measuring pore pressure, stress, perme-

ability, and other important parameters within and 

near an active fault zone at depth. It is also the only 

way to collect fl uid and rock samples from the fault 

zone and wall rocks at seismogenic depths and to 

monitor time-dependent changes in fl uid pres-

sure, fl uid chemistry, deformation, temperature, 

and electromagnetic properties at depth during the 

earthquake cycle. In the context of the key scientif-

ic questions presented above, in situ observations 

and sampling through drilling would perform two 

critical, and unique, functions. First, sampling of 

fault rocks and fl uids and downhole measurements 

would provide essential constraints on mineralogy, 

grain size, fl uid chemistry, temperature, stress, pore 

geometry, and other parameters that would allow 

laboratory investigations of fault zone rheology and 

frictional behavior to be conducted under realistic 

in-situ conditions. Second, by in situ sampling, 

downhole measurement and long-term monitoring 

in active fault zones we would be able to test and 

refi ne the broad range of current theoretical models 

for faulting and seismogenesis by providing realistic 

constraints on fault zone physical properties, load-

ing conditions and mechanical behavior at depth. 

In particular, by comparing results of microstruc-

tural observations and rheological investigations on 

core with measurements of microseismicity, fl uid 

Most of what we now know about the structure, 

composition and deformation mechanisms of crust-

al faults has been learned from geological investiga-

tions of exhumed faults, particularly in normal and 

reverse faulting environments were erosion has ex-

posed previously deeply buried foot- and hanging-

wall rocks. These fi eld observations have proven 

particularly useful for several reasons. First, fi eld 

observations of exhumed faults allow broad cover-

age with respect to variations in faulting style (e.g., 

comparing strike slip, normal and reverse faults), 

fault movement history and local geology. Secondly, 

where suffi cient surface outcrops exist, fi eld obser-

vations can readily address issues related to geo-

metrical complexity and spatial heterogeneity in 

physical properties and fl uid composition.

 

However, as valuable as these investigations have 

been, they suffer from several severe limitations 

when one attempts to draw inferences about ac-

tive processes operating during faulting at depth. 

Foremost among these limitations is the fact that 

constraints on the mechanical state and physical 

properties of active fault zones (e.g., fl uid pressure, 

stress and permeability) from surface observations 

are, of necessity, indirect and subject to alternate 

interpretations. For example, as noted by numer-

ous participants in the USGS Conference on the 

Mechanical Involvement of Fluids in Faulting (see 

J. Geophys. Res., 100, 12,831-12,840), stress 

heterogeneities induced by fault slip can lead to 

considerable uncertainties in inferring past fl uid 

pressures from observations of vein geometry in 

outcrop. In all of these investigations, a complex 

history of uplift and denudation may have severely 

altered, or even destroyed, evidence for deforma-

tion mechanisms, fault zone mineralogy and fl uid 

composition operative during fault slip. This prob-

lem is especially acute for solution-transport-de-

formation mechanisms (e.g., pressure solution and 

crack healing/sealing) and other low-activation-en-

ergy processes, as the deformation microstructures 

formed at great depth are easily overprinted by 

ongoing deformation as the fault rocks are brought 
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B

pressure, and deformation during the fault zone 

monitoring phase of this experiment, we would be 

able to differentiate among fault zone processes 

(e.g., fl uid pressure fl uctuations) associated with 

fault creep versus earthquakes.

Overview of SAFOD

The SAFOD drill site is located on a segment of the 

San Andreas Fault that moves through a combina-

tion of aseismic creep and repeating microearth-

quakes (Figure II-3.1). It lies at the northern end of 

the rupture zone of the 1966, Magnitude 6 Parkfi eld 

earthquake, the most recent in a series of events 

that have ruptured the fault fi ve times since 1857. 

The Parkfi eld region is the most comprehensively 

instrumented section of a fault anywhere in the 

world, and has been the focus of intensive study for 

the past two decades as part of the USGS Parkfi eld 

Earthquake Experiment (see http://quake.usgs.gov/

research/parkfi eld/index.html).

Figure II-3.1. A) Map showing the location of SAFOD together with seismometers, 

creepmeters, strainmeters, laser rangefi nders, GPS receivers and other monitoring in-

struments associated with the USGS Parkfi eld Earthquake Experiment (colored symbols; 

only some of these instruments are shown). B): Cross section along the San Andreas 

Fault at Parkfi eld showing time-averaged slip rates inferred from surface geodetic mea-

surements during the time period 1966-1991. Circles denote locations and magnitudes 

(up to M 5) of microearthquakes located using the double-difference technique for the 

time period 1984-1999. The hypocenter for the 1966 M 6 Parkfi eld earthquake is 

shown as a red star. Note that the SAFOD borehole (red line) is designed to penetrate 

into or very close to a repeating cluster of M 2 earthquakes at about 3.5 km depth.

 
  

  
    

A

A key aspect of the implementation plan for SAFOD 

is to rely on conventional rotary drilling to pene-

trate through the entire fault zone (Figure II-3.2). 

The trajectory shown was designed to satisfy the 

following geological and geophysical constraints: (1) 

to move the surface position of the hole far enough 

to the west so that it will avoid a fault trending sub-

parallel to—and southwest of—the San Andreas 

fault zone and be well outside of the low-resistivity 

anomaly coincident with the fault zone, (2) to get as 

close as possible to the microearthquake hypocen-

ters, (3) to pass all the way through the “geophysi-

cally anomalous” fault zone as well as through the 

vertical projection of the surface trace, terminating 

drilling in Franciscan rocks on the northeast side of 

the fault, and (4) to make it possible to measure the 

relevant geophysical parameters (stress, fl uid pres-

sure, permeability, etc.) and obtain rock and fl uid 

samples in a continuous profi le across the entire 

San Andreas Fault Zone.
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Rotary drilling, geophysical logging, casing, and ce-

menting of such deviated holes are routine in the 

petroleum industry, even in poorly consolidated 

and overpressured formations. Thus, by using a 

rotary drilling strategy to penetrate the entire fault 

zone, it should be possible to drill through the fault 

zone even if the rock is seriously disaggregated and 

pore pressures are quite high. After casing the rota-

ry-drilled hole and monitoring this fault crossing for 

two years, four continuously cored “multi-laterals” 

will be drilled off of the main hole at carefully se-

lected locations. Once this is complete the borehole 

will be used to deploy an array of seismometers, 

strainmeters, and other geophysical instruments 

to make direct, continuous near-fi eld observations 

of faulting processes and earthquake generation at 

depth.

The overall experiment is explained in more detail 

in Section 3.3; the key operational elements of the 

project we propose are as follows (Figure II-3.2): 

1. Rotary drilling a hole to 4 km depth through 

the entire San Andreas Fault zone in an area 

characterized by creep and microearthquakes. 

A site near Parkfi eld, CA was chosen for drilling 

because of the occurrence of shallow seismicity 

and particularly good knowledge of fault struc-

ture at depth (e.g., Figures II-3.1B and II-3.2). 

During drilling we will use advanced logging-

while-drilling (LWD) techniques, collect spot 

cores and cuttings, and continuously sample 

fl uids and gases in the drilling mud. 

2. After conducting side-wall coring and open-hole 

geophysical logs (as permitted by hole condi-

tions), the hole will then be completely cased 

and cemented. A suite of fl uid sampling, perme-

ability, and hydraulic fracturing stress measure-

ments will be made through perforations in the 

casing. The perforations will be sealed after each 

test, except for a single interval that will be left 

open for fl uid pressure monitoring

3. An array of seismometers will be deployed in 

the hole to make near-fi eld observations of 

earthquakes and to help determine the exact 

position(s) of the active trace(s) of the fault. 

Fluid pressure will be continuously monitored 

at a carefully chosen depth and the hole will be 

logged repeatedly to identify zones undergoing 

casing deformation and, hence, the location of 

active shear zones.

4. While the monitoring “string” of seismometers 

is in place, a number of surface-based and sur-

face-to-borehole geophysical measurements will 

be made to characterize the physical properties 

of the fault zone and the surrounding crust.

     

Figure II-3.2. Schematic representation of the SAFOD borehole and 

pilot hole. The background colors show the resistivity structure of the 

upper crust determined from surface magnetotelluric profi ling, with 

blue dots representing and the approximate locations of microearth-

quakes located by the USGS and UC Berkeley seismology laborato-

ries. The drill site will be located suffi ciently far from the San Andreas 

Fault (as determined by surface fault creep, magnetotelluric imaging 

and microearthquake locations) to allow for rotary drilling and cor-

ing through the entire fault zone starting at a depth of about 3 km 

and continuing until relatively undisturbed country rock is reached 

on the far side of the fault. The main SAFOD hole will be drilled at 

the same surface location as the pilot hole, but offset from the pilot 

hole by about 20 m.
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5. After identifying the active fault trace(s), using 

results from drilling and downhole measure-

ments and fault-zone monitoring, 250-m-long 

continuous core holes will be drilled off of the 

main hole at four different locations where win-

dows will be cut through the casing. In this man-

ner, we plan to obtain a total of ~1000 m of core 

material from multiple sites directly within and 

adjacent to the active fault zone

6. Following coring, we will re-deploy an instru-

mentation array to permanently monitor earth-

quakes, deformation, fl uid pressure, and ephem-

eral properties of the fault zone at depth.

Rock and fl uid samples recovered from the fault 

zone and country rock will be extensively tested 

in the laboratory to determine their composition, 

origins, deformation mechanisms, frictional behav-

ior, and physical properties (permeability, seismic 

properties, etc.).

The project we propose will provide the kinds of 

data needed to constrain the many theories cur-

rently being debated about fault zone processes. 

By obtaining direct information on the composition 

and mechanical properties of fault zone rocks, the 

nature of the stresses responsible for earthquakes, 

the role of fl uids in controlling faulting and earth-

quake recurrence, and the physics of rupture prop-

agation, this project could revolutionize our under-

standing of earthquake physics. Moreover, although 

it has been hypothesized that a wide range of de-

formation processes may precede seismic rupture, 

they have not been unequivocally detected by sur-

face measurements. By making continuous obser-

vations directly within the San Andreas fault zone 

at seismogenic depths, we will be able to directly 

test and extend current theories about phenomena 

that might precede an impending earthquake.

ScientiÞ c Components of SAFOD 

The three main scientifi c components of the SAFOD 

project are: i) continuous monitoring of fault zone 

processes and microseismicity, ii) sampling of fault 

zone materials and fl uids, iii) direct measurements 

of the physical properties and mechanical state of 

the fault zone at depth.

Fault Zone Monitoring

Once constructed, the SAFOD facility will provide 

the opportunity to continuously monitor an active 

fault at seismogenic depths and will answer many 

questions about transient, and possibly precursory, 

fault zone processes related to earthquake rupture 

nucleation and propagation, and fault creep. These 

measurements are intended to continue for a pe-

riod of at least 20 years after the observatory has 

been constructed. Prior to this, there will be two 

preliminary stages of fault zone monitoring (see 

Section 3.3 for details). The fi rst of these stages al-

ready occurred in the summer of 2002, with instru-

mentation of the SAFOD pilot hole to a depth of 2.2 

km using a continuous string of seismometers (see 

Figure II-3.2). The purpose of the pilot hole array 

is to accurately locate microearthquakes to be tar-

geted by the main SAFOD borehole and to facilitate 

imaging of the crust adjacent to the San Andreas 

Fault during active-source seismic experiments 

conducted in October 2002 and planned for 2003. 

The second stage of monitoring will consist of em-

placing a strainmeter and seismometer in the main 

SAFOD hole after reaching a vertical depth of 3 

km, to record near-fi eld strain and seismic activity 

during the approximately 8-month hiatus in rotary 

drilling prior to crossing through the active fault 

zone. The third, and fi nal, stage of SAFOD monitor-

ing will begin during the two-year period between 

the rotary drilling and continuous coring phases of 

the project. During this stage, a removable seismic 

monitoring string will be installed across the fault 

zone and removed periodically to log the hole for 

casing deformation. The purpose of this two-year 
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monitoring effort is to locate, with extreme preci-

sion, the position of the fault patches generating 

repeating microearthquakes as well as location of 

actively creeping strands within the overall San 

Andreas fault zone. This information will be critical 

in deciding where to conduct the continuous coring 

operations off of the main SAFOD hole. This moni-

toring string, augmented by additional strainmeters 

and other instruments, will then be redeployed in 

the borehole at the conclusion of coring to com-

mence the 20 years of continuous fault-zone moni-

toring.

Rock and Fluid Sampling

Rock and fl uid samples recovered from the fault 

zone and country rock will be extensively tested 

in the laboratory to determine their composition, 

origins, deformation mechanisms, frictional behav-

ior, and physical properties (permeability, seismic 

properties, etc.). The sampling strategy has been 

designed to maximize the scientifi c return from this 

experiment, regardless of any operational diffi cul-

ties that may be encountered, and to allow for con-

tinual improvement in our knowledge of the com-

position and structure of the fault zone during the 

experiment so that subsequent sampling operations 

can be carried out with a maximum of effi ciency.

Rock samples will be obtained from the fault zone 

and adjacent crust in four ways:

1. During the initial rotary drilling phase, cuttings 

will be continuously collected, described, and 

logged. The drilling budget includes additional 

geologists to work in the mud logging unit 24 

hours a day to assure that appreciable cuttings 

are collected, accurately described, and prop-

erly archived. These geologists will be trained 

and supervised by the principal investigators 

responsible for core analysis. The procedure 

for conducting this cuttings logging, preparation 

and archiving was already developed and test-

ed during drilling of the SAFOD pilot hole and 

worked extremely well (see SAFOD web site).

2. Three 20-m-long spot cores will be collected 

during rotary drilling of the SAFOD hole after 

setting casing at vertical depths of 2, 3, and 4 km 

(see Figure II-3.2); these spot core holes will also 

be used for fl uid sampling and measurements of 

permeability and stress, as described below. The 

fi rst core will be obtained in the Salinian granite 

basement at a depth of 2 km, the second just 

outside the fault zone at a depth of 3 km, and the 

last core at the bottom of the hole after cross-

ing through the entire fault zone (presumably in 

rocks from the Franciscan Complex).

3. Assuming that hole conditions permit, side-wall 

cores will be collected prior to casing the hole, 

principally from within the fault zone. We have 

budgeted for a side-wall coring technology—us-

ing a wireline tool to core multiple diamond core 

holes out the side of the hole—that will work 

in “hard” rocks. The use of more conventional 

(percussive) side-wall coring is contingent on 

“soft” formation conditions, as the side-wall 

sampling tool explosively shoots the core barrel 

into the formation. We have both technologies 

available and hole conditions will determine 

which technology, if either, can be used for side-

wall core recovery.

4. As mentioned above (and described in more de-

tail in Section 3.3), a separate continuous cor-

ing phase will be conducted two years after the 

end of the rotary drilling phase. We propose to 

drill four continuous core holes, each ~250 m 

in length, as “laterals” from the main borehole 

(Figure II-3.2). The locations of these coreholes 

will be carefully selected on the basis of the re-

sults obtained in the initial rotary drilling phase 

and the subsequent two-year period of fault 

zone monitoring.
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Sampling of fl uids for geochemical measurements 

will be obtained in four ways:

1. During both the initial drilling phase and the fi -

nal continuous coring phase of operations, gases 

dissolved in the drilling mud will be analyzed on 

a continuous basis utilizing extraction and anal-

ysis techniques developed during drilling of the 

German KTB borehole by Joerg Erzinger (Univ. 

of Potsdam) and used in numerous scientifi c 

drilling projects since then. Importantly, this 

system was used successfully during drilling of 

the SAFOD pilot hole, where it identifi ed several 

transient gas anomalies (mostly methane and 

radon) associated with secondary fractures and 

faults. 

2. Large-volume fl uid samples will be extracted 

from each of the three 20-m-long spot core 

holes discussed above, in association with in-

dustry-standard Drill Stem Tests (DSTs). These 

DSTs, which will be conducted immediately 

prior to hydraulic fracturing stress measure-

ments planned for each core hole, will provide 

relatively large volumes of formation fl uid for 

subsequent geochemical and isotopic analyses 

along with measurements of the in-situ forma-

tion permeability and fl uid pressure. Several 

different tracers (such as fl uorescene) are being 

considered for use in the drilling mud during 

SAFOD drilling to make it easier to differentiate 

between drilling and formation fl uids.

3. After drilling and casing of the rotary-drilled 

hole to total depth (TD) of 4 km, a profi le of 10 

DSTs will be conducted across the San Andreas 

fault zone through perforations in the cemented 

casing (i.e., at vertical depths of 2.5 to 4 km). 

As with testing planned for the spot core holes, 

these tests will provide large-volume fl uid sam-

ples together with measurements of formation 

permeability and fl uid pressure, to be imme-

diately followed by hydraulic fracturing stress 

tests. The procedure for conducting these tests 

is described in more detail below. 

4. Finally, small-volume fl uid samples will be ex-

tracted from core samples in the laboratory, in 

particular those obtained from the 250-m-long 

continuous core holes within and immediately 

adjacent to the fault zone. Again, “tagging” of 

the drilling mud used during coring will be used 

to differentiate between drilling and formation 

fl uids. 

Taken together, these multiple sampling strategies 

should provide ample rock and fl uid samples for the 

principal investigators to use in their studies. 

Downhole Measurements 

Downhole measurements of physical properties 

and mechanical state are critical to understanding 

overall fault-zone properties and behavior. Accord-

ingly, a multiple measurement strategy is planned 

to assure their success (Figure II-3.3).

1. First, hole conditions permitting, a comprehen-

sive suite of wireline geophysical logs will be 

run prior to casing each section of the borehole. 

The only exception to this being the upper 2-

km section of SAFOD, as this depth range was 

already extensively logged during drilling of the 

pilot hole, which is located at the same surface 

location as SAFOD. These logs will be acquired 

commercially using state-of-the-art technology 

currently used in the petroleum industry. In 

situ temperature measurements will be made by 

USGS personnel at various times after the hole 

is cased, to determine variations in heat fl ow 

with depth and proximity to the San Andreas 

Fault. 

2. Since it is possible that unstable hole conditions 

within the fault zone might seriously curtail the 

geophysical logging program, a state-of-the-art 
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commercial Logging While Drilling (LWD) and 

Measurements While Drilling (MWD) system 

will be used during rotary drilling of the inclined 

portion of the SAFOD hole. This system, which 

is described in more detail in Section 3.3, will 

ensure that the most important in-situ physical 

property measurements are made in real time as 

we drill across the fault zone. Results from the 

LWD suite and the wireline geophysical logs will 

be compared to a detailed Vertical Seismic Pro-

fi le (VSP) and other surface-to-borehole seismic 

imaging experiments already planned for the pi-

lot hole and main SAFOD hole. This will allow 

the physical property measurements made in 

the borehole (and on the core) to be “scaled up” 

and extrapolated away from the borehole. 

3.  To assess pore pressure, permeability and stress, 

a comprehensive suite of packer tests will be 

made after the casing is cemented and perforat-

ed. The packer tests will be made by Zoback and 

Hickman, who have extensive experience with 

such tests. The techniques that we will use em-

ploy relatively standard well-test and hydraulic 

fracturing stress measurement methodologies 

that are well-established for determination of 

the least principal stress. These measurements 

of least principal stress will be integrated with 

quantitative analyses of borehole wall failure 

from wireline and LWD image logs to fully con-

strain the 3-D state of stress within and adjacent 

to the fault zone. 

The series of pore pressure and least principal 

stress measurements that we propose to make at 

various positions with respect to the active trace of 

the San Andreas Fault will test directly several of 

the hypotheses proposed to explain the weakness of 

the fault (see SAFOD web site for a discussion of the 

“stress/heat fl ow paradox” and the broad range of 

deformation mechanisms proposed to control fault 

strength at depth). While performing these mea-

surements at 3-4 km might not show whether such 

weakening processes are operating at much greater 

depth, these measurements will represent an im-

portant fi rst step towards testing these and other 

hypotheses pertaining to the mechanical behavior 

of the San Andreas Fault.

SAFOD Pilot Hole

To lay the scientifi c and technical groundwork for 

SAFOD, a 2.2-km-deep pilot hole was drilled in the 

summer of 2002 at the SAFOD site (see Figure II-

 

  
 

  
  

   
  

  
 

  
 

  
  

   
  

  
 

Figure II-3.3. Overview of the down-

hole measurement program proposed 

for the SAFOD hole as a function of 

measured depth. Note that while the 

total vertical depth to be reached with 

the hole is 4 km, the total measured 

depth of the hole will be almost 5 km. 

The vertical, angle building and devi-

ated sections of the hole as shown in 

Figure II-3.2 are also indicated.
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3.2). Drilling of the pilot hole was funded by the 

International Continental Drilling Program (ICDP), 

with considerable scientifi c and logistical support 

provided by NSF and USGS. The scientifi c rationale 

for the pilot hole as well as daily reports on the drill-

ing and fi eld operation can be found on the SAFOD 

web site. (This web site, which was created and 

maintained in close collaboration with the ICDP 

using their Drilling Information System, is a pro-

totype for the real-time drilling and data tracking 

system to be employed during SAFOD drilling.)

As presented in several talks and posters from the 

2002 annual meeting of the American Geophysical 

Union, signifi cant progress has already been made 

in achieving the scientifi c and technical goals for 

the SAFOD pilot hole. These goals include:

1. Seismic monitoring instrumentation deployed in 

the pilot hole are facilitating precise earthquake 

hypocenter determinations that will guide sub-

sequent SAFOD scientifi c investigations as well 

as drilling and coring activities in the fault zone. 

While precise relative hypocentral locations 

have been obtained from the permanent sur-

face seismic stations, there remained several 

hundred meters of uncertainty in the absolute 

locations of these events. Funded by NSF, Peter 

Malin (Duke University) successfully installed a 

38-level seismic string in the pilot hole in the 

summer of 2002. An example of recordings from 

this downhole array for a local, small-magni-

tude earthquake is presented in Figure II-3.4. 

Note the clear arrival of P, S, and other phases 

in these recordings as well as the high signal-to-

noise ratio. 

2. As discussed below, subsurface instrumenta-

tion deployed in the pilot hole recorded surface 

seismic sources (and provided near-surface ve-

locity control) for seismic imaging experiments 

already conducted in October 2002 and planned 

during 2003. 

3. Downhole measurements of physical properties, 

stress, fl uid pressure, and heat fl ow in the pilot 

hole are characterizing the shallow crust adja-

cent to the fault zone. These measurements are 
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Figure II-3.4. Sample seismograms re-

corded on the pilot hole seismic array 

from a M 0 earthquake on October 2, 

2002, located about 1 km southwest 

of the pilot hole and at a depth of 4 

km. Only the output from the vertical 

component of these 3-component, 

high-frequency (15 Hz) geophones 

is shown. INSET: photograph of the 

multichannel pilot hole seismic re-

cording and radio/satellite telemetry 

building, with pilot hole wellhead in 

the foreground.
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being used to help calibrate physical properties 

inferred from surface-based geophysical surveys 

(e.g., seismic velocities, anisotropy, resistivity 

and density) and better constrain the strength of 

the San Andreas Fault Zone and adjacent crust 

prior to SAFOD drilling.

4. Long-term seismic, pore fl uid pressure, strain, 

and temperature monitoring in the pilot hole 

will make it possible to assess time-dependant 

changes in the physical properties and mechani-

cal state of the crust adjacent to the fault zone 

for comparison with similar measurements to 

be recorded in SAFOD. Also, as discussed in 

Section 3.3, the pilot hole will provide a criti-

cal facility for developing and testing long-term 

monitoring instrumentation to be used in the 

main SAFOD hole. 

5. Although our plan to collect a 60-m-long spot 

core at the bottom of the pilot hole was not suc-

cessful due to a logging tool that became stuck 

in the hole, drill cuttings were continuously col-

lected and described during drilling of the pilot 

hole. Laboratory studies of these rock samples 

will determine the nature and extent of fl uid-

rock interaction along the San Andreas Fault 

and the sources and transport paths for fault-

zone fl uids.

6. Multi-level seismic monitoring in the pilot hole 

(and at the surface) during SAFOD drilling us-

ing the drill bit as a seismic source will allow us 

to attempt high-resolution, real-time imaging of 

the San Andreas fault zone using the drill bit as 

a seismic source. 

7. From a strictly technological point of view, the 

pilot hole provided detailed information about 

subsurface geologic conditions and optimal 

drilling techniques/parameters that have proven 

invaluable in designing the drilling plan (pre-

sented below) for the main SAFOD hole.

Recent Geophysical Studies 
at the SAFOD Site

Over the past several years, a wide variety of geo-

physical investigations have been carried out at and 

around the SAFOD pilot hole site. These studies in-

clude deep electromagnetic soundings, gravity and 

magnetic profi les, geologic mapping, and high-reso-

lution seismic refl ection and refraction profi les. In 

addition, as part of continuing education and out-

reach efforts, a number of shallow exploration tech-

niques were employed at the drill site during Duke 

University’s NSF-sponsored Parkfi eld fi eld camp. 

Information about the Parkfi eld fi eld camp is avail-

able at http://www.eos.duke.edu/Research/seismo/

parkfi eld.htm.

Of course, monitoring of the Parkfi eld region by the 

USGS and U.C. Berkeley continues as part of the 

Parkfi eld Earthquake Experiment, with networks 

of borehole strainmeters, global positioning system 

(GPS) receivers, water wells, creepmeters, magne-

tometers, high-gain seismometers, and strong mo-

tion accelerometers. Work is presently underway to 

expand the continuous GPS network. Information 

about deformation monitoring at Parkfi eld is avail-

able at http://quake.usgs.gov/research/deformation/

parkfi eld/index.html.

As mentioned above, a major, NSF-funded mi-

croearthquake experiment—the Parkfi eld Area 

Seismic Observatory (PASO)—was just completed 

around the SAFOD site using portable seismic in-

struments. These stations are augmented by per-

manent stations of the USGS Northern California 

Seismic Network and the Parkfi eld High Resolution 

Seismic Network, run by U.C. Berkeley (see http:

//quake.geo.berkeley.edu/hrsn.overview.html). In 

October 2002, PASO scientists set off a series of 

calibration shots at the sites of their stations that 

were recorded by the seismic receivers within the 

pilot hole in order to test and calibrate their 3-D 

seismic velocity model. Joint seismic imaging and 

earthquake relocations conducted using the pilot 
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hole downhole array, together with analysis of data 

from PASO and the other local networks, are cur-

rently underway and are already providing more 

accurate earthquake locations and a more refi ned 

image of the sub-surface velocity structure at the 

SAFOD site. A description of the PASO instrumen-

tation network and preliminary scientifi c results 

can be found at http://gretchen.geo.rpi.edu/roecker/

paso_home.html. The instrumentation used in the 

PASO deployment is identical to that proposed to 

be made available through EarthScope’s USArray 

component.

Through these investigations, a fairly good picture 

of subsurface conditions is emerging in the area 

chosen for drilling. Figure II-3.5 is a cross-section 

through the proposed SAFOD and pilot hole site 

along a high-resolution seismic refraction/refl ection 

line conducted in 1998. This fi gure is a composite 

of two independent studies. The colored geologic 

“base” results from an interpretation of aeromag-
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Figure II-3.5. Cross-section through the SAFOD site along the high-resolution seismic profi le con-

ducted in 1998, with the pilot hole shown as a red line. West of the San Andreas Fault, Tertiary 

and Quaternary sedimentary rocks (TQs) overlie fractured Salinian granite (Kgr). East of the San 

Andreas, Franciscan rocks (KJf, including serpentinite at ~2 km depth) underlie Tertiary sediments 

(Te). Note that the location of the drillsite is “outboard” of the abrupt step in the depth of basement 

located about 1.4 km SW of the surface trace of the San Andreas fault. The contour lines indicate P-

wave velocities determined through tomographic inversion of fi rst arrivals from this seismic profi le. 

netic profi ling, ground magnetic and ground gravity 

data. West of the San Andreas, Tertiary and Qua-

ternary sedimentary rocks (TQs) overlie fractured 

Salinian granite (Kgr). East of the San Andreas, 

Franciscan rocks (KJf; including serpentinite at ~2 

km depth) underlie Tertiary sediments (Te). Note 

that the location of the drill site was chosen to be 

on the west side of the fault to avoid serpentinite 

at depth and to be “outboard” of the abrupt step 

in the depth of basement about 1.4 km west of the 

fault. As this abrupt step in the top of basement is 

likely fault controlled, it is desirable to start drilling 

“outside” this structure. The contour lines indicate 

P-wave velocities that were determined through 

tomographic inversion of fi rst arrivals from this 

high-resolution seismic line. The velocity contours 

end at the depth where seismic ray coverage no 

longer constrains velocity. Note that the potential 

fi eld model and the velocity model are in very good 

agreement, in that the low velocity zone centered 

about 500 m SW of the surface trace of the San 
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Andreas fault occurs at the same location where the 

potential fi eld data indicates locally greater depth 

to basement. 

Analysis of the steep gradients in P-wave velocities 

(Figure II-3.5) and the loss of coherent refl ections 

in the high-resolution seismic refl ection image, 

presumably at the base of the sedimentary section, 

were used to predict a depth to granite basement of 

about 700-750 m at this site. This basement depth 

was used to design the drilling and casing program 

for the SAFOD pilot hole.

One of the most gratifying aspects of the SAFOD pi-

lot hole project was confi rmation of our preliminary 

geologic model for the SAFOD site by drilling. In 

particular, the predicted depth to basement (700-

750 m) was very close to the basement depth of 768 

m actually encountered during drilling. From this 

point until reaching total depth, the pilot hole re-

mained in fractured granite, as predicted by mem-

bers of our science team based upon the velocity 

and potential fi eld models presented in Figure II-

3.5. Finally, the electrical resistivity measured in 

the pilot hole by wireline logs increased with depth 

from about 50 Ohm-m at 0.8 km to about 800 Ohm-

m at 2.2 km, which agrees quite well with the resis-

tivities inferred using surface-based magnetotelluic 

measurements (Figure II-3.2).

The next phase of the geophysical exploration of 

the fault zone and surrounding crust is planned for 

the spring and summer of 2003, through projects 

already funded by NSF and international sources. 

This phase will be conducted by a joint U.S./

German scientifi c team and will include a 50-km-

long seismic refl ection/wide-angle refraction profi le 

across the San Andreas Fault Zone through the 

SAFOD site. This long-baseline survey will be sup-

plemented by a high-resolution profi le between the 

SAFOD site and the San Andreas, as well as along 

two shorter high-resolution lines perpendicular to 

this main line and crossing through the SAFOD site 

and along the San Andreas Fault. The long-baseline 

seismic line will constrain the deep structure of the 

San Andreas Fault system at Parkfi eld and help 

place SAFOD in a regional geophysical context, 

whereas the high-resolution add-on studies will 

be used to determine the velocity structure in the 

immediate vicinity of the pilot hole (by recording 

at the surface and on the pilot hole array) and the 

distribution and geometry of secondary faults be-

tween the drill site and the San Andreas. Addition-

ally, observations of fault-zone guided waves using 

the high-resolution arrays deployed along and per-

pendicular to the San Andreas Fault will help deter-

mine the magnitude and width of velocity anoma-

lies associated with the San Andreas Fault where it 

will be crossed by the SAFOD drill hole.

In many ways, the coalescence of these studies 

at Parkfi eld, together with the seismic and defor-

mation monitoring carried out at Parkfi eld by the 

USGS, U.C. Berkeley, and other institutions over 

the past 15-20 years, represents an excellent ex-

ample of the type of synergy that will result from 

utilization of the various EarthScope components 

over the coming years. This comprehensive suite 

of geophysical investigations in and around the 

drill site are achieving a number of critical mile-

stones. These include better defi ning the absolute 

locations of repeating microearthquakes to be tar-

geted with the main SAFOD hole, the structure and 

geophysical setting of the San Andreas fault zone at 

Parkfi eld, and the deformation fi eld associated with 

aseismic and seismic slip on the San Andreas and 

other nearby faults.
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Why ParkÞ eld? 

When considering potential sites along the San 

Andreas fault system for the SAFOD observatory 

and related experiments, we focused on sites with 

shallow seismicity, a clear geologic contrast across 

the fault, and good knowledge of the structure of the 

fault zone and surrounding crust. The requirement 

for shallow seismicity was key for two reasons. 

First, we would like to be able to conduct experi-

ments within (and adjacent to) seismically active 

parts of the fault. Second, we intend to use ongo-

ing seismicity to tell us the precise location of the 

active trace of the fault. In a sense we will use the 

background seismic activity as “guide stars” to di-

rect the fault zone crossing. 

To identify potential sites a systematic search was 

conducted of the strike-slip faults in California, 

identifying all faults that met the shallow seismic-

ity criteria. To our surprise, these criteria elimi-

nated all candidate faults in southern California. 

In central and northern California only three fault 

segments met the criteria for reasonably complete 

geological and geophysical control. These were the 

Hayward Fault near San Leandro, the San Andreas 

Fault in the Cienega Road to Melendy Ranch region 

and the Middle Mountain region along the Parkfi eld 

segment. We convened a workshop on the scien-

tifi c goals, experimental design, and site selection 

for SAFOD at the USGS in Menlo Park that was 

attended by about 45 people. Although all three 

potential sites had unique advantages, it became 

clear that the Middle Mountain site at Parkfi eld was 

the best place to conduct the proposed experiment 

because: 

• Surface creep and abundant shallow seismicity 

allow us to accurately target the subsurface posi-

tion of the fault (Figure II-3.1B). 

• There is a clear geologic contrast across the 

fault, with shallow granitic rocks on the west 

side of the fault and Franciscan melange on the 

east (Figure II-3.5). The granitic rocks provide 

for good drilling conditions.

• This segment of the fault has been the subject of 

an extensive suite of investigations establishing 

its geological and geophysical framework and 

is centered within the most intensively instru-

mented part of a major plate-bounding fault any-

where in the world. 

An important new discovery about Parkfi eld that 

strongly supports its selection as the drilling tar-

get and adds a new scientifi c dimension to the ex-

periment is the observation that the majority of the 

earthquakes there repeat in a characteristic man-

ner. The upshot is that we will be targeting specifi c 

earthquake source zones with the drill hole, and 

have a very high expectation that the target earth-

quakes will repeat numerous times over the lifetime 

of the experiment. 

At the surface near the SAFOD site, the San Andreas 

is creeping at a rate of about 2 cm/year (Figure II-

3.1B), with most of the fault displacement localized 

to a zone no more than 10 m wide. Numerous earth-

quakes occur directly on the San Andreas Fault in 

the depth interval from about 3 to 12 km. The shal-

low seismicity at Parkfi eld occurs in tight clusters of 

activity that have remained spatially stationary for 

at least the past 20 years. 

Although uncertainties exist in the exact location 

of the earthquakes, the integration of improved 

velocity models resulting from the PASO array and 

recordings from the pilot hole array are yielding 

greatly improved hypocentral locations. Figure II-

3.6 shows the locations of some of the microearth-

3.2. Site Selection and Permitting
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quakes recorded on pilot hole array (as viewed from 

depth looking up at the surface and drillsite). While 

efforts to improve the locations of these events are 

still underway, the cluster of events shown by the 

green dot are the shallowest earthquakes in the 

area to be intersected by the SAFOD hole.

An important feature of the microearthquakes 

beneath Middle Mountain is that they occur in 

families of repeating events. Individual earthquakes 

have been observed to recur numerous times using 

the U.C. Berkeley High Resolution Seismic Network 

(HRSN), at precisely the same location and with the 

same magnitude. Repeating sources of up to M=2 

are located at drillable depths beneath the proposed 

drill site. Thus, a major goal of this experiment will 

be to drill as close as possible to one or more of 

these sources and to follow the build-up of strain 

and its release through multiple earthquake cycles 

during the monitoring phase of the experiment. 

Almost all events along this fault segment have 

right-lateral strike-slip focal mechanisms, corre-

sponding to the geologic sense of movement on the 

fault. Non-San Andreas type earthquakes close to 

the San Andreas include strike-slip, normal, and 

reverse faulting mechanisms, the vast majority of 

which have P- or T-axis orientations in agreement 

with a north-south shortening and east-west exten-

sion within the fault zone. The few events that lo-

cate more than about 5 km from the San Andreas 

Fault, however, commonly have P axes oriented at 

a high angle to the fault, which is consistent with 

the regional framework of fault normal compres-

sion and a weak fault. Also, recent heat-fl ow deter-

minations in 17 wells located within 10 km of the 

San Andreas Fault near Parkfi eld—including a 1.6-

km-deep well located 12 km from the proposed drill 

site—confi rm previous conclusions that there is no 

heat fl ow anomaly associated with the San Andreas 

fault in central California, indicating that the fault 

is sliding under low levels of resolved shear stress. 

The Expected M ~ 6 Earthquake

The site we have selected also lies in close prox-

imity to the 1966 Parkfi eld earthquake hypocen-

ter (Figure II-3.1). Thus, one fi nal question about 

the seismicity at Parkfi eld deserves some discus-

sion: What would happen should the anticipated 

Parkfi eld mainshock occur either before or after 

the drilling experiment is completed? Should the 

earthquake occur before the hole is either drilled or 

completed, we can anticipate an enhanced produc-

tion rate of shallow earthquakes as part of the after-

shock sequence, which would add to the return of 

the fault zone monitoring stage of the experiment.

Should the Parkfi eld mainshock occur after the 

hole is completed, it is likely that the coseismic 

displacement of the earthquake would extend to 

within a few km of the SAFOD fault crossing. This 

presents the possibility that we might observe the 

nucleation and initial rupture propagation of a 

M=6 earthquake at close range. While this is not 

an earthquake prediction experiment, the oppor-

tunity to make observations of seismicity, pore 

pressure, deformation, and temperature directly 

within a fault zone preceding and during a moder-

ate earthquake is a truly unique opportunity. If the 

Figure II-3.6. View from depth of the SAFOD pilot hole, San Andreas 

Fault and microearthquakes recorded on the pilot hole array in the 

Fall of 2002 (between 2 and 4 events per day on the San Andreas 

are recorded on the vertical array). The green dot represents the 

shallowest events on the fault in the area where the SAFOD hole will 

penetrate it.
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M=6 Parkfi eld earthquake should occur during the 

lifetime of the experiment, we would make unique 

observations not only of preparatory fault zone pro-

cesses but also of the dynamics of rupture propaga-

tion and the energetics of large-scale faulting.

As noted above, the dominant pattern is spatial sta-

tionarity of the seismicity (clusters), even through 

two Parkfi eld earthquake cycles. The spatial sta-

tionarity of seismicity through other mainshock 

events elsewhere in the San Andreas fault system is 

the norm, and has been well-documented in many 

cases. Furthermore, it is now known that repeating 

earthquake sources can be triggered into rapid rep-

etition as aftershocks, when located near or within 

a mainshock rupture zone. Thus, should the M~6 

Parkfi eld earthquake occur during the lifetime of 

the experiment, we might also have an unparalleled 

opportunity to observe time-dependent loading and 

frictional behavior in the near fi eld. 

Permits and Permissions

One point that should not be overlooked is the dif-

fi culty of obtaining permission to drill holes of any 

kind in California. At Middle Mountain, however, 

the once off-limits southwestern approach to the 

fault has become accessible due to the inheritance 

of the land by a cooperative new landowner. Thus, 

logistical as well as scientifi c considerations also 

favored the Parkfi eld site. We have a signed agree-

ment with the landowner at Parkfi eld that will allow 

us to carry out the proposed drilling and downhole 

measurements and then access the site for 20 years 

during the fault zone monitoring phase of the ex-

periment. In addition, all of the necessary environ-

mental approvals and permits have already been 

obtained for the SAFOD site.
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In this section, we provide an overview of the op-

erational details that must be addressed to make 

sure that the scientifi c objectives of SAFOD are 

met. These operational issues are grouped into the 

following categories: 

• rotary drilling and continuous coring

• testing through perforations

• fault zone monitoring

• downhole measurements

• measurements on core, cuttings and fl uids

• on-site technical personnel.

To insure the success of this project, we are re-

questing all of the funds necessary to carry out 

these operational aspects of the SAFOD experiment 

in the present proposal. Detailed work plans and 

budgets for the scientists seeking funding from NSF 

to participate in SAFOD will be submitted as sepa-

rate “stand alone” proposals to NSF. The USGS and 

DOE scientists (as well as those from other coun-

tries) will provide detailed work plans and budgets 

to their respective funding agencies.

Rotary Drilling 
and Continuous Coring

As a result of our experience in drilling the pilot 

hole, the drilling plan for the main hole has been 

slightly modifi ed (with respect to the plan in the 

1998 SAFOD proposal) and will be carried out in 

three distinct phases. These phases have been de-

signed to: (i) optimize acquisition of key scientifi c 

data (in situ measurements, core and fl uid recov-

ery, etc.), (ii) facilitate deployment of different 

types of fault zone monitoring instrumentation at 

various levels (seismic, deformation, pore pressure, 

etc.), (iii) minimize drilling costs, and (iv) use drill-

ing technologies that are most likely to work effec-

tively in the highly fractured, altered and possibly 

overpressured rocks comprising the San Andreas 

fault zone. The drilling plan described below has 

been developed in consultation with Mr. Louis 

Capuano, President of ThermaSource, Inc. Ther-

maSource was the prime contractor of the SAFOD 

pilot hole and both Mark Zoback and Steve Hick-

man have worked successfully with Mr. Capuano on 

other scientifi c drilling projects. This information 

is excerpted from a highly detailed report entitled, 

“San Andreas Fault Zone Drilling Project: Drilling 

Program and Cost Estimates,” that was prepared by 

Mr. Capuano in 1998 and has been modifi ed taking 

into account our experiences in drilling the SAFOD 

pilot hole. Copies of this drilling plan are available 

on request.

Phase 1: Drilling to 3 km

As shown in Figure II-3.7A, except for its much 

larger diameter, the upper part of the SAFOD main 

hole will be quite similar to that already drilled in 

the pilot hole. After setting 13 3/8” casing in a 17” 

vertical hole at 2.0 km, two 10-m-long cores will 

be cut from the bottom of the hole (using a 6”, or 

larger, core bit). After the spot cores are obtained, 

an extended leak off test (a small hydrofrac) will be 

conducted in the core hole at the bottom of the 13 

5/8” casing. 

The primary objective of Phase 1 will be to direc-

tionally drill a 12 1/4” hole to a total vertical depth 

(TVD) of 3.0 km (corresponding to a measured 

depth, MD, along the hole of 3.3 km) and install 9 

5/8” cemented casing. Fluid pressures are expected 

to be normal, but a 10,000 psi blow out preventer 

(BOP) will be used as a precaution.

3.3. Site Installation and 
Detailed Experimental Plan
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As illustrated in Figure II-3.7A, the hole will be drilled 

vertically to 2.0 km, at which point the well will be 

kicked-off to the northeast, toward the San Andreas 

fault. The build angle will be 2.5° per 100’. The end of 

the build angle will be at a deviation of 50.5° at a MD 

of 2.6 km. This deviation will be held to the total depth 

of Phase 1, resulting in a horizontal offset of 750 m 

from the surface location of the hole. As was done for 

the pilot hole, extensive cuttings will be collected and 

drilling fl uids and gases will be analyzed in real time 

during drilling. All of the methodologies to be used 

were successfully employed in the pilot hole. In addi-

tion, the ICDP Drilling Information System (DIS) was 

successfully used during pilot hole drilling to create a 

real-time database and synthesis of all of the scientifi c 

and operational information collected.

After completing the 12 1/4” hole, a wireline logging 

program will be conducted in the open hole section 

(from 3.3 to 2.0 km MD). The logs to be run are shown 

in Figure II-3.3. The 9 5/8” casing is then to be run to 

the surface and completely cemented. Two, 10-m-long 

spot cores will be obtained (again using a 6”, or larger, 

core bit) after setting the 9 5/8” casing. After the spot 

cores are obtained, an extended leak off test (a small 

hydrofrac) will be conducted in the core hole at the 

bottom of the 9 5/8” casing. 

The weather window for drilling at the SAFOD site is 

from May through October. Phase I is expected to take 

131 days. We anticipate drilling to begin in May 2004. 

    

   

Phase 1 - Rotary Drilling to 3 km

Drill 12 1/4" hole to 9810' TVD (3 km). 
Below the kick-off point (2.2 km), the 
hole will be "steered toward" the target 
earthquakes. The hole deviation will be 
~50°. After setting the casing, 20 m 
cores will be obtained at 2 and 3 km. 
Fluid tests and minifracs will be carried 
out in the core holes. A comprehensive 
suite of wireline logs will be run between 
2 and 3 km to supplement the data from 
the pilot hole.

    

   

Phase 2 - Drilling Through Fault Zone

Drill 8 1/2" hole at 50° to 4 km TVD with 
full Logging While Drilling suite. 
Following wireline logging, the hole will 
be cased and cemented. Fluid tests and 
minifracs will be conducted through 
perforations in the cemented casing.

    

   

Phase 3 - Coring the Multi-laterals

At 4 depths (to be determined 
after analysis of data collected 
following Phase 2), multi-lateral 
core holes will be drilled extending 
~250 m from the main hole.

Figure II-3.7. Schematic drilling plan for SAFOD. A) During Phase 1, 

the SAFOD hole will be drilled as close to the pilot hole as possible, (not 

taking the risk of intersecting it). The hole will be terminated in the high 

resistivity, fractured granitic rock, outside the intensely deformed fault-

zone rocks. B) Phase 2 of the drilling plan is to directionally drill a devi-

ated well through the fault zone, eventually passing to the northeast side 

of the active trace of the fault, terminating in the Franciscan formation. 

C) Phase 3 of drilling involves using multi-lateral drilling technology to 

create four, directionally-drilled core holes with carefully selected depths 

and trajectories. The core holes (shown schematically in the fi gure) will 

each be approximately 250 m in length.

A

B

C
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Phase 2: Drilling Through the San Andreas 
Fault Zone to 4 km Depth 

After a ~9 month hiatus, the objective of Phase 2 

is to directionally drill a 8 1/2” hole to a TVD of 

4.0 km (MD = 4.9 km) and install 7” cemented 

casing (Figure II-3.7B). The expected lithology is 

highly fractured granite and crushed rock (prob-

ably largely altered to clay gouge). Fluid pressures 

are unknown and could range from normal (hydro-

static) to severely overpressured. A 15,000 psi BOP 

stack will be used during Phase 2 as a precaution. A 

comprehensive suite of LWD measurements will be 

acquired (see Figure II-3.3) to assure that as much 

geophysical data as possible is collected as the well 

is drilled, in case hole stability problems preclude 

conventional logging data from being acquired. As 

in Phase 1, extensive cuttings will be collected and 

drilling fl uids and gases will be analyzed in real 

time. A contingency drilling plan has been devel-

oped in case of severe drilling diffi culties crossing 

the San Andreas fault zone. Using this plan, an ex-

tra “string” of 5” casing will be cemented into the 

hole.

The 50.5° deviation will be held approximately 

constant to the total depth, resulting in a total hori-

zontal borehole offset of 2.0 km. However, the hole 

will, in fact, be “steered” so as to intersect the fault 

zone in the vicinity of seismogenic patches where 

repeating microearthquakes occur. 

After drilling the 8 1/2” hole through the fault zone, 

a wireline logging program will be carried out in the 

open hole section. The logs to be run are shown in 

Figure II-3.3. After logging, the 7” liner is to be run 

into the 9 5/8” casing, “tied-back,” and cemented. 

After the hole is cased and cemented, 10 intervals 

will be perforated between 2.0 and 4.9 km MD for 

hydraulic tests (fl uid sampling, pore pressure, and 

permeability measurements) and minifrac tests 

to determine the magnitude of the least principal 

stress. The procedure used to conduct these tests 

through perforations are described below. 

After the perforations are sealed-off, the cement 

will be drilled out and two 10-m-long spot cores will 

be obtained at the bottom of the hole. A prototype 

instrumentation system will be deployed in the 

hole during the ~ 2 year interval between Phases 2 

and 3 (see below).

Phase 2 is expected to take a total of 108 days for 

drilling and testing. Drilling is expected to begin in 

May 2005.

Phase 3 � Coring in the San Andreas Fault Zone

Approximately two years after the completion of 

Phase 2, a hybrid rig (a conventional rotary rig with 

top drive) will be used to carry out wireline coring 

operations through four multi-laterals at depths to 

be determined after analysis of data obtained dur-

ing Phases 1 and 2 and the precise locations of 

microearthquakes (Figure II-3.7C). The prospects 

of sampling both seismogenic patches and stably 

sliding sections of the San Andreas Fault, as well 

as sub-parallel faults that are no longer active are 

especially exciting. The multi-lateral technology to 

be used (i.e., drilling holes from a main hole that is 

cased and cemented) has been developed and used 

routinely by the petroleum industry over the past 

10 years. 

Each core hole will be approximately 250 m in 

length. The current plan is for DOSECC (Drilling, 

Observation and Sampling of the Earth’s Conti-

nental Crust, a nonprofi t corporation providing 

technical assistance on scientifi c drilling projects 

in the United States) to carry out this phase of the 

project. To do so, DOSECC will use the drill rig they 

recently acquired and the top drive coring system 

they successfully used in scientifi c drilling projects 

in Long Valley, Hawaii, and elsewhere. This type of 

coring assures the best possible core retrieval, espe-

cially in broken-up rock. 
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After coring, each hole will be used for hydraulic 

testing and a minifrac. It is likely that three of the 

four coreholes will then be squeezed with cement 

to seal off the holes in order to prevent fl uid fl ow 

between the core holes.

With a slotted steel liner in one corehole to allow 

for long-term fl uid pressure monitoring, a retriev-

able geophysical instrument package will be low-

ered into the borehole via small diameter pipe or 

coil tubing for long-term monitoring.

Phase 3 is expected to take 96 days to complete, 

starting in May 2007.

Testing Through Perforations

The procedures for fl uid sampling and pore pres-

sure, permeability, and least principal stress (i.e., 

hydrofrac) measurements through perforations 

were developed to take advantage of equipment 

and procedures used routinely in the petroleum in-

dustry. These measurements require the cemented 

casing to be perforated at 10 different depths, pack-

ers to be used to isolate the test zone from the rest 

of the hole, and all of the test intervals to be re-ce-

mented prior to the fault zone monitoring phase of 

the experiment. To minimize the rig time and costs 

associated with this part of the project, a number 

of experimental procedures were investigated. The 

procedure decided upon is termed a “Squeeze Re-

tainer Procedure” and permits the tests to be con-

ducted in sequence (see Drilling Report). This pro-

cedure involves the following steps, working from 

the deepest test interval upward:

1. Perforate the test zone with a wireline casing 

gun.

2. Run in with a composite packer on the drill 

string and set it above the perforations.

3. Conduct a drill stem test (DST) to estimate for-

mation permeability and pore pressure from 

pressure build-up; use a wireline sampler inside 

the drill pipe to obtain fl uid samples (26 hours).

4. Conduct hydraulic fracturing test with multiple 

pumping cycles to determine the least principal 

stress (6 hours).

5. Pull drill pipe out of the packer; displace almost 

all of the fl uid out of the pipe with cement.

6. Stab pipe back into packer and squeeze cement 

below packer into perforations.

7. Pull drill pipe out of packer and wait for cement 

to cure.

8. Perforate next test zone with wireline casing 

gun.

There is a prescribed sequence of operational steps 

to make this possible. It is estimated to take ap-

proximately 61 hours to conduct each measure-

ment; the next test interval will then be perforated 

and the entire procedure repeated. 

When all of these tests are complete, the composite 

packers and residual cement inside casing will be 

drilled out to leave the borehole with all the per-

forations plugged. Pressure testing will be done to 

assure that this is the case. Any leakage from per-

forations will be re-cemented (“squeezed”). This 

entire downhole measurement program will take 

about 3 weeks of rig time to complete and should 

yield a comprehensive suite of fl uid samples and 

pore pressure, permeability and least principal 

stress measurements at varied depths and positions 

within and adjacent to the fault zone. At the end 

of this sequence of measurements, the spot core 

will be obtained from the bottom of the hole and a 

single interval will be perforated in order to monitor 

fl uid pressure during the initial fault zone monitor-

ing phase of the experiment. The drill rig will then 

be demobilized.

Fault Zone Monitoring

The goal of fault zone monitoring is twofold: (1) to 

make in situ measurements of deformation, pore 

pressure, seismic wave radiation, and other relevant 

parameters in the nearfi eld of earthquakes, and (2) 

to select the optimal intervals for continuous coring 
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through the fault zone during Phase 3 of drilling, 

as described above. We expect to observe multiple 

earthquake cycles for repeating earthquakes (M ~ 

2) in the target zone at distances of less than a few 

hundred meters to about 1.5 km over SAFOD’s 20-

year lifetime. We may also observe the rupture of 

the fault in a large-magnitude (M~6) event over this 

same time period. 

A team of scientists and engineers with extensive 

experience in the design, manufacture, and instal-

lation of borehole instruments has been assembled 

to assist in the construction and deployment of the 

borehole monitoring systems. The functional de-

sign of the removable monitoring array has been set 

by a combination of scientifi c and technical consid-

erations, the latter as a consequence of extensive 

discussions with industry and the substantial expe-

rience of members of the design team with similar 

instrumentation. This monitoring array will consist 

of multiple, three-component seismic sensors of 

proven design for long-term deployment in deep 

boreholes. A number of the sensor packages will 

contain gimbaled three-component seismometers 

with natural frequencies around 4.5 Hz. Our recent 

experience recording earthquakes at 2 km depth in 

Long Valley at hypocentral distances as short as 1.4 

km demonstrates that moving-coil geophones can 

detect kilohertz energy at close range. Other sen-

sor packages will contain internal fl uid-damped, 

three-component accelerometers with (undamped) 

frequencies around 30 Hz. Overdamped acceler-

ometers of this design have been in operation in 

the 1-km-deep Varian well at Parkfi eld for over a 

decade, where they provide wideband acceleration 

response for recording in the nearfi eld. All data will 

be digitized at the surface using a dedicated data 

collection platform with high-sample-rate, high-

resolution digitizers. Such a system is currently be-

ing employed at the SAFOD site to record data from 

the downhole pilot hole array, such as that shown 

in Figure II-3.4.

As illustrated in Figure II-3.8, a multi-stage strat-

egy has been devised to establish a comprehensive 

borehole observatory at the SAFOD site. There is 

essentially no instrumentation “off-the-shelf” that 

is suitable for SAFOD because of the depths (pres-

sures) and temperatures at which it will have to 

perform. Through this multi-stage strategy, our goal 

is to have both redundancy and the fl exibility to de-

ploy new instrumentation as it is developed. 

Stage 1: Monitoring in the Pilot Hole

When pilot hole drilling was completed in July 

2002 a 38-level, three-component seismic record-

ing system was deployed in the pilot hole that 

was manufactured by GERI (GeoSpace Engineer-

ing Resources International), a subsidiary of OYO 

corporation. The data being recorded by this array 

(shown schematically in Figure II-3.8a) is helping 

refi ne the location of earthquake hypocenters to be 

targeted during drilling and coring in Phases 2 and 

3 of SAFOD as well as the seismic velocity structure 

of the upper crust. On average, between two and 

four microearthquakes per day are being recorded 

by the pilot hole array in the vicinity of SAFOD 

(Figure II-3.6). 

Prior to the start of Phase 1 drilling of the SAFOD 

main hole, the existing GERI/OYO seismic array 

in the pilot hole will be removed and checked for 

corrosion and wear. Once the array is out of the 

hole, several hydraulic fracturing tests will be con-

ducted to help constrain stress magnitudes outside 

the fault zone. Also, other test instruments will be 

deployed in the hole, such as a vertical, clamping 

seismic array that is being made available at no 

cost to this project by Paulsson Geophysical, Inc. 

Following this, a new, retrievable GERI/OYO string 

will be deployed with hydraulically clamped strain 

and tilt meters as well as a high dynamic range seis-

mometer at bottom. As the hydraulically clamped 

tilt and strain sensors are experimental, it may be 
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necessary to retrieve this string at a later date so as repair or 

change these sensors. The pressure and temperature at the 

bottom of the pilot hole are 20 MPa and 93°C.

The strain and tilt measurements at 2 km depth in the 

pilot hole will represent the deepest-ever deployment of 

instrumentation of this type. While the relatively hostile 

environmental conditions represent a formidable technical 

challenge, the low noise environment (and proximity to the 

fault) will reveal new insights into fault behavior. For exam-

ple, it might be possible to detect episodes of aseismic slip 

at depth that have never been observable before. The high 

dynamic range seismometer (possibly MEMS) at the bottom 

is needed to record strong ground motions that would not 

be recordable with the vertical array. The Stage 1 monitor-

ing instrumentation in the pilot hole will have other uses as 

well. For example, while the vertical array will continue to 

be invaluable for studying small earthquakes, it will also be 

in place to record surface seismic sources during seismic 

profi ling experiments now planned to cross the fault near 

the drill site in 2003. This array will also allow “noise” from 

the drill bit during SAFOD drilling to be used as a seismic 

source to help better image the near-fault environment.

Stage 2: Long Term Monitoring at 3 km Depth 

At the conclusion of Phase 1 SAFOD drilling, a 9 5/8” casing 

will be cemented into place in the 12 1/4” hole at a vertical 

depth of 3 km and bottom hole temperature close to 120° 

C (Figure II-3.8a). This will afford us the opportunity to 

permanently deploy instrumentation outside casing and ce-

ment it into place in such a manner as to not interfere with 

subsequent drilling operations.

Possible instruments for this behind-casing installation in-

clude a modifi ed (i.e., annular) Sacks/Evertson volumetric 

strain meter with the electronics at the surface (hydraulic 

lines will be strapped to the outside of the casing), fi ber op-

tic strain meters and temperature sensors deployed outside 

the casing and cemented in place, as well as solid-state seis-

mometers and MEMS seismometers that are currently under 

development. Needless to say, it will be necessary to me-

chanically protect these lines so that they are not damaged 

as the casing is deployed. A prototype annular strain meter 

Figure II-3.8. Schematic monitoring plan for 

SAFOD. a) Stage 1 of SAFOD monitoring involves 

utilizing the pilot hole for a retrievable vertical array 

of seismometers with hydraulically clamped strain 

and tilt sensors and a high-dynamic-range seismom-

eter at the bottom of the hole. Stage 2 will involve 

the permanent installation of strain monitoring in-

strumentation outside the casing at 3 km depth. b) 

During Stage 3 of SAFOD monitoring, a retrievable 

seismometer, hydraulically clamped strainmeter and 

tiltmeter, and pore pressure system will be used for 

long-term fault zone monitoring. A prototype array 

will be deployed inside the casing during the 2-year 

period between drilling Phases 2 and 3.
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is being deployed in the Long Valley Exploration 

Well in the summer of 2003. This instrumentation 

was developed jointly by NSF and ICDP, in part be-

cause of its potential use in the SAFOD borehole.

Because there will be a hiatus of ~9 months be-

tween Phase 1 and Phase 2 drilling, it will also be 

possible to temporarily deploy a seismometer and 

other instruments via wireline inside the casing for 

testing and evaluation.

Stage 3: Long Term Monitoring

We will deploy retrievable instrumentation inside 

the casing in the deviated section of the borehole 

that will be used for long-term monitoring of the 

fault zone (Figure II-3.8b). The instrumentation is 

to be deployed on a small pipe (or coil tubing) to 

assure retrievability and to provide a source of hy-

draulic pressure for coupling strain and tilt moni-

toring instrumentation to the borehole wall and/or 

casing. This type of locking mechanism has been 

used for some time in the petroleum industry, al-

though the complexity of this system is admittedly 

at the edge of available technology. Our discussions 

with industry do not indicate that there are any in-

surmountable technical problems with this design. 

This array will be deployed initially for a two-year 

period following Phase 2 drilling: from late summer 

2005 until the beginning of the Phase 3 coring pro-

gram in late summer 2007. Following the comple-

tion of coring, we will re-instrument the borehole 

with this removable array for long-term (c.a. 20 

years) monitoring of the San Andreas fault zone at 

depth.

The instrumentation to be deployed will include 

seismometers, pore pressure transducers, deforma-

tion sensors (strainmeters and/or tiltmeters), and 

temperature sensors. For the long-term installation 

following Phase 3 drilling, a downhole packer will 

be used to isolate one core hole for pore pressure 

monitoring (the remaining three core holes will be 

sealed with cement after coring). We may also ce-

ment instrumentation at the bottom of the hole, but 

the connection would be lost when the other instru-

ments were pulled out of the hole for maintenance 

or repair. There are several deep-sea technologies 

(so-called wet-connects) that might be useful to 

carry this out. The estimated bottom hole tempera-

ture is 150ºC.

During the temporary installation after Phase 2 

drilling, the removable monitoring array will be 

pulled out of the borehole after about one year to 

conduct a high-precision borehole directional sur-

vey and ultrasonic cement imaging (USI) log. These 

measurements will be used to identify any changes 

in casing shape or cement bond integrity behind 

the casing to determine if any of the faults crossed 

by the hole are actively creeping or if broad-scale 

deformation is occurring. Along with earthquakes 

located by the removable downhole array, the loca-

tions of these actively deforming zones will be used 

to select locations for the continuous core holes 

to be drilled in Phase 3. The USI tool uses a rotat-

ing acoustic transducer and receiver to measure 

the internal radius of the casing, the resonance 

properties of the casing itself and the acoustic im-

pedance of the casing/cement interface. This log 

yields casing radius to an accuracy of ± 0.2 mm. 

The gyroscopic directional tool to be used has an 

absolute accuracy of about 0.1° in azimuth, with 

repeatability considerably better than this. Repeat 

measurements of casing ovality and trajectory over 

time using casing shape logs and gyroscopic direc-

tional surveys similar to those we are proposing 

have identifi ed casing offsets as small as 1 cm over 

a 5-m-wide shear zone.

Inclusion of tiltmeters and strainmeters in the re-

movable monitoring array will permit us to critical-

ly examine the nucleation process of earthquakes 

in the target cluster, to document the interplay 

between interseismic deformation in the fault zone 

and the rupture of discrete patches in earthquakes, 

and to unravel the spatial connection between re-

peating earthquakes at a common centroid. Our ex-



Part II. The EarthScope Observatory
3. SAFOD

133

perience with borehole strainmeters and seismom-

eters at Parkfi eld has been uniformly excellent, 

where instruments of the designs being considered 

for SAFOD are now well into their second decade of 

operation. Because a traditional strainmeter must 

be installed in an open (uncased) hole, we may 

elect to install it in the bottom open-hole section 

of the SAFOD hole. We may also elect to install one 

or more clamping tiltmeters or borehole extensom-

eters in the cased hole, depending on how these de-

vices perform during prototype testing in the pilot 

hole. Ultra-low noise borehole tiltmeters (1 nanora-

dian resolution) have been developed by a member 

of the design team at Lawrence Livermore National 

Laboratory, who was awarded a Department of En-

ergy (DOE) R&D 100 Award in 1997 for this instru-

ment. Additional sensors that are being considered 

include thermistor arrays for measuring transient 

heating from earthquakes, fi ber optic Fabre-Perot 

strain interferometers, and electrodes for measur-

ing differential resistance within the fault zone.

Monitoring Implementation Plan

As discussed in more detail in the Budget Summary, 

to carry out the plan described above we intend to 

issue two separate subcontracts for monitoring 

system integration and deployment. These sub-

contracts could be issued to universities, research 

institutes and laboratories, or private companies. 

The system integration contractor must be able to 

take full advantage of developments in other coun-

tries (Japan and Germany, for example) as well as 

in other programs (such as the Ocean Drilling Pro-

gram and the DOE Geothermal Program).

Duke University has been extensively involved in 

deployment of the existing pilot hole array and is 

a possible candidate as the system integration con-

tractor for Stage 1. Similarly, Sandia Labs has been 

working extensively with high temperature sensors 

and monitoring systems and is a possible candidate 

as the system integration contractor for Stages 

2 and 3. However, no decision has been made in 

either of these cases and the subcontracts will be 

awarded on the basis of engineering competence, 

prior experience and cost. 

Downhole Measurements

As shown in Figure II-3.3, the four principal types 

of downhole measurements to be conducted in the 

SAFOD hole are LWD, open-hole geophysical log-

ging, cased-hole logging, and stress/permeability 

measurements.

Logging While Drilling

Using instrumentation located just above the bit, 

we will conduct MWD and LWD during Phase II of 

drilling (Figure II-3.7B). MWD data will be acquired 

starting at the beginning of directional drilling to 

help the drillers “build angle” properly, whereas 

LWD data will acquired starting when the fi nal 

deviation angle is attained and continuing to Total 

Depth (TD). The three types of LWD measurements 

we are proposing will provide real-time measure-

ments of geophysical properties across the entire 

fault zone and will be contracted through Anadrill/

Schlumberger or similar companies. The ISONIC 

tool will provide sonic velocity and natural gamma 

information, the ADN tool will provide density and 

neutron porosity information and the RAB tool will 

provide a 360° resistivity image of the borehole 

wall.

The logic for running LWD tools is twofold. First, if 

hole conditions are so bad that open-hole geophysi-

cal logging (described immediately below) is impos-

sible or severely restricted, then the LWD program 

will insure that a continuous profi le of critical geo-

physical measurements are made through the fault 

zone prior to running casing. The other reason 

for conducting logging while drilling is to identify 

zones with anomalous physical properties as they 

are being encountered. For example, if an overpres-

sured zone is suddenly penetrated by the drill bit it 

should be indicated by anomalously high porosity, 
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low sonic velocity and low resistivity. This is impor-

tant to know while drilling is taking place, both for 

scientifi c and safety reasons (e.g., as an indication 

that the mud weight needs to be increased). Sev-

eral members of our science team have appreciable 

experience with LWD measurements in the Ocean 

Drilling Program.

Open-Hole Geophysical Logging

The in situ physical properties of the fault zone and 

country rock will be assessed by conducting a com-

prehensive geophysical logging program prior to 

casing each section of the borehole. This open-hole 

logging program will be conducted in 2 stages, start-

ing at a depth of 2 km (see Figure II-3.3). An initial 

suite of logs will be run from 2 km to a measured 

depth of ~3 km, just as the broad fault zone is being 

entered. A second suite of logs will be run when the 

well has been drilled to completion at a measured 

depth of 5 km. These logs will be acquired commer-

cially using state-of-the-art technology currently 

used in the petroleum industry. 

As shown in Figure II-3.3, the measurements to be 

made include resistivity (AIT), density (LDS), po-

rosity (CNL), P- and S-wave sonic velocity (DSI) 

and elemental composition (GLT). In addition, 

ultrasonic televiewer (UBI) and electrical image 

(FMI) logging will be used to obtain oriented, 360° 

images of the borehole wall for characterizing frac-

tures, lithostratigraphic variations, stress-induced 

breakouts, and other features encountered in the 

borehole. Interpretation and analysis of these logs 

will be conducted by the SAFOD science team, 

funded through their respective agencies. 

Cased-Hole Logging

Three logs will be run after each section of the hole 

is cased and cemented. First will be an extremely 

precise well trajectory using a gyroscopic direc-

tional survey (GDS) log. Then, a cement bond log 

(CBT) and ultrasonic cement imager (USI) log will 

be run to assure that the cement has fi lled the an-

nulus between the casing and borehole and that 

the cement and casing are well bonded. Effective 

cementing is required both for maintaining hole 

integrity over time and to facilitate measurements 

of stress, pore pressure and permeability, and fl uid 

sampling through perforations.

These measurements will be repeated mid-way 

through the initial two-year deployment of the 

fault-crossing array (i.e., about one year after Phase 

2 drilling is complete) and then again just before the 

coring program commences during Phase 3 drilling. 

As discussed above, in conjunction with analyses 

of seismic data collected by the downhole seismic 

array, these repeat logs will be used to help identify 

portions of the fault zone that are actively deform-

ing and, hence, suitable for continuous coring.

Finally, detailed in situ temperature measurements 

will be made repeatedly by USGS personnel after 

drilling is completed and the entire hole is cased. 

These measurements, when coupled with thermal 

conductivity and radiogenic heat production mea-

surements on core and cuttings, will provide impor-

tant constraints on the thermal regime, hydrologic 

circulation and sliding resistance within and adja-

cent to the San Andreas Fault Zone.

Stress, Pore Pressure and Permeability 
Measurements, and Fluid Sampling

A comprehensive suite of packer tests will be con-

ducted to measure variations in pore pressure, per-

meability, and in situ stress magnitudes adjacent to 

and across the fault zone. We are planning to con-

duct three of these tests in the short holes produced 

during spot coring. However, because of likely hole 

stability problems, most of the fl uid pressure, per-

meability and hydraulic fracturing stress measure-

ments within the fault zone itself will have to be 

made after the casing is cemented and perforated, 

as discussed above. These tests will be conducted 

using commercially available, drill-pipe deployed 
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casing packer systems by the PI’s Mark Zoback and 

Stephen Hickman, who have extensive experience 

with such tests. 

The experimental procedure will start with a series 

of tests in “pilot” holes drilled below each casing 

set point. After the borehole is cased and cemented 

to measured depths of 2, 3, and 5 km, a 20-m sec-

tion of hole will be drilled below the casing that will 

be used fi rst for conducting a drill stem test (DST). 

During this DST, a packer will be set in the casing 

and a valve opened to allow fl ow into the partially 

evacuated drill pipe. The subsequent pressure 

buildup will enable us to determine pore pressure 

and permeability using standard well test proce-

dures and to obtain uncontaminated, large-volume 

fl uid samples. After the DST, each of these pilot 

holes will be hydraulically fractured to determine 

the magnitude of the least principal stress. Finally, 

to make least principal stress and hydrologic mea-

surements at 10 different positions within and adja-

cent to the fault zone, drill stem tests and hydraulic 

fracturing measurements will be made through per-

forations in the cemented casing using the proce-

dures outlined above. Taken together, these tests 

will result in a complete profi le of least principal 

stress, pore pressure, and permeability measure-

ments across the fault zone. This procedure will 

also result in a profi le of relatively uncontaminated 

fl uid samples across the fault zone; the degree of 

pore fl uid contamination by drilling mud—if any—

will be determined by “spiking” the drilling mud 

with a stable tracer such as fl uorescene. 

In addition to measuring the least principal stress, 

we will also determine the full stress tensor along 

the entire well path using an integrated analysis 

of hydraulic fracturing tests and borehole image 

logs. To accomplish this, we will use a series of 

techniques that Zoback and his colleagues have 

developed which combine knowledge of the least 

principal stress, pore pressure, and vertical stress, 

with observations of compressive and tensile well-

bore failure (e.g., borehole breakouts) in borehole 

image logs. Such observations often make it pos-

sible to constrain both the orientations and the 

magnitudes of the three principal stresses and are 

especially effective in deviated wells. A detailed 

methodology and comprehensive suite of software 

routines known as SFIB (Stress and Failure of In-

clined Boreholes) was developed to accomplish 

this. SFIB is currently being widely used in the 

petroleum industry for this purpose. One techni-

cal note is that it is not necessary to assume that 

the principal stresses are in a horizontal and verti-

cal plane. Still another method that will be used to 

assess the complete stress tensor is the measure-

ment of small-scale rotations in breakout azimuth 

(imaged with the UBI) and resulting from localized 

stress anomalies caused by slip on small faults pen-

etrated by the hole.

A fi nal set of permeability measurements will be 

attempted after the four continuous core holes are 

drilled, using a packer in the main borehole that fa-

cilitates the coring process. This packer will seal off 

the main borehole, making it possible to do a bulk 

permeability test of each of the cored intervals. 

Measurements on Core, 
Cuttings, and Fluids

Comprehensive sampling of fault zone rocks and 

fl uids will be conducted as part of the SAFOD ex-

periment by scientists at various U.S. universities, 

the USGS, foreign institutions and possibly DOE 

labs. Key features of the sampling and analysis pro-

tocol we have established for the SAFOD project 

are presented in this section.

Real-Time Gas Analysis

To compliment laboratory analyses of large-volume 

fl uid samples recovered during the packer tests (de-

scribed above), real-time analysis of gases dissolved 

in the drilling mud will be carried out. The system 

that will be used has the capability to do both au-

tomated measurements and automated sampling 
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for subsequent analysis. The gases from a mud 

degasser will be run into an automatic gas mass 

spectrometer and gas chromatograph and quanti-

tatively analyzed for N
2
, O

2
, Ar, He, CO

2
, H

2
S, SO

2
 

CH
4
, C

2
H

6
, C

3
H

8
 and C

4
H

10
. A radon spectrometer 

will also be used to detect 222Rn and 220Rn. Known 

quantities of pure and mixed gases are added to the 

mud system before being circulated into the hole 

for calibration purposes. This real-time study will 

provide critical samples and analyses of ephemeral 

gas/fl uid pockets penetrated during drilling that 

might otherwise escape unnoticed, and will provide 

essential guidance for decisions related to later fl uid 

sampling and in situ hydrologic testing.

Core and Cuttings Handling, On-Site Analysis 
and Sampling Protocol

As outlined previously, both drill cuttings and core 

will be acquired from SAFOD. Geologists working 

for a commercial mud logging company will con-

tinuously monitor and record changes in cuttings 

mineralogy, mud chemistry, and drilling parame-

ters (penetration rate, torque, pump pressure, etc.) 

during both rotary and core drilling and will bag 

and label cuttings for later analyses by interested 

investigators. 

Three different types of core samples will be ac-

quired during drilling. Three spot cores will be col-

lected during the main (rotary) drilling phase of the 

experiment: one in the granite country rock, one 

just outside the fault zone and one at the bottom of 

the hole. These cores will be approximately 20-m-

long and range in diameter from 12 to 17 cm. These 

spot cores will be supplemented by approximately 

100 sidewall cores acquired below a depth of 2 km 

using a wireline-deployed coring tool (see Figure 

II-3.3). These sidewall cores will be 1.9 cm in di-

ameter and 5.1 cm long. Finally, during Phase 3 of 

drilling, four 250-m-long continuous core holes will 

be drilled off of the main hole (see Figure II-3.7C), 

providing the bulk of the core to be used in labora-

tory analyses and mechanical testing. The diameter 

of these cores depends on the diameter of the cas-

ing off of which these sidetracks are drilled, and will 

be 6.4, 6.7 or 10.2 cm (the smallest core size would 

be necessitated by use of the 5” contingency casing 

string during completion of the main rotary hole 

through the fault zone). 

Core handling and processing will utilize a newly 

refurbished mobile core lab and associated equip-

ment to be supplied by the USGS Core Research 

Center in Denver. Routine processing of spot, 

sidewall and continuous core will be performed by 

graduate students and principal investigators as-

sociated with the SAFOD Core and Cuttings Team. 

As outlined in Figure II-3.9, this processing will in-

clude cleaning, reorienting and labeling the core; 

generating preliminary petrographic descriptions; 

photographing and scanning the core; and boxing 

the core for long-term storage at the USGS Core 

Research Center in Denver. Core will be scanned 

using a digital color core scanner developed for 

the German KTB project and available through the 

ICDP. These scanned images, along with drilling 

information and other data acquired during core 

processing, will be entered into a computer data 

base developed especially for this purpose by the 

ICDP. In addition to this routine core processing, 

we anticipate that several members of the science 

team will be on site during drilling to prepare de-

tailed petrographic and mineralogical descriptions 

of the core; prepare core and cuttings samples for 

later laboratory analyses; and conduct XRD studies 

on selected drill cuttings and rock fl our. As was the 

case during drilling of the SAFOD pilot hole, lodging 

(i.e., trailers) will be provided at the drill site free-

of-charge for visiting scientists.

To meet the sample needs of the current science 

team, yet retain a suffi cient quantity of core for 

later analyses by these and other investigators, it 

is clearly essential that we develop a careful yet 

responsive sampling protocol. Once the SAFOD 

project is underway, we will establish a sampling 

committee to review and evaluate requests for 
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core, cuttings and fl uid samples. The sampling pro-

cedures and protocol we employ will be based upon 

our experience with other large, international drill-

ing projects (e.g., the KTB and Long Valley projects) 

and will be developed in close consultation with the 

ICDP.

On-Site Technical Personnel

The detailed drilling plan and budget includes a 

number of cost items associated with personnel. 

While budgets are presented and discussed below, 

there are several points to note here because of 

their overall affect on operations. First, the bud-

gets include all supervisory personnel associated 

with drilling. Thus, in addition to the personnel 

provided by the drilling contractor(s), there will 

be personnel on site 24 hours/day representing the 

project science team who will be providing supervi-

sion of drilling operations, keeping track of progress 

and expenditures, and working with the scientifi c 

project management team to assure that the goals 

of the project are met on time and on budget. 

Special equipment, such as the gas collection/gas 

chromatograph/mass spectrometer system, re-

quires dedicated on-site personnel that will be pro-

vided by the responsible PI.

Finally, we have budgeted for two graduate students 

to function as data managers, who will be on site 

during the entire rotary drilling and continuous 

coring phases of the project. These individuals will 

be able to assist the science team with the innumer-

able on-site technical activities, including:

• Keeping track (for the science team) of the cut-

tings, fl uids and gases being sampled continu-

ously.

• Preparation of samples and conducting x-ray 

diffractometry on selected cuttings and core 

samples.

• Helping with handling of the three spot cores 

and approximately 100 sidewall cores to be ob-

tained during rotary drilling.

• Maintaining the DIS (Drilling Information 

System)—a complete digital database of all 

downhole data, sample descriptions, and drill-

ing parameters from this hole. The DIS database 

system is to be provided by ICDP.

• Assisting with the appreciable continuous core 

handling activities during Phase 3 of drilling and 

entering of this data into the ICDP database. 

This includes scanning core, describing core, 

and preparation of digital input for DIS.

Operations at Long Valley and the Hawaii deep 

drilling project indicate that a three-person staff 

is needed on a 24-hour basis to keep up with con-

tinuing coring operations. As a member from the PI 

team will be on site continuously, the two positions 

budgeted here will assure that adequate personnel 

will be on site to handle incoming core. The budget 

Figure II-3.9. Flow chart illustrating the handling, processing and 

archiving protocol to be used on core and cuttings samples from 

SAFOD.
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includes costs for trailers to provide on-site offi ce 

space and housing for both supervisory and scien-

tifi c personnel. 

Activities in Conjunction with ICDP

A proposal will be submitted to the International 

Continental Drilling Program to provide assistance 

in the following areas:

 

• Maintaining a Comprehensive, Real-Time Da-

tabase and Archive: A great deal of engineering 

and scientifi c data will be obtained from a wide 

variety of sources over the life of SAFOD. The 

Drilling Information System (DIS) developed by 

the ICDP for organizing real-time drilling and 

scientifi c data, and making these data available 

over the Internet, will be of great help to this 

project. We plan to use the DIS software system 

for maintaining a comprehensive data base, pro-

viding tools for manipulating and plotting data 

and for disseminating SAFOD data and results 

to interested scientists and the public.

• Core Handling: The experience obtained with 

core handling during the KTB project and ICDP 

projects preceding this one (Hawaii, Long Val-

ley, etc.) will be very benefi cial to SAFOD. We 

hope to take advantage of available ICDP equip-

ment and personnel in SAFOD core handling op-

erations. This includes having the ICDP provide 

and train us in the use of their 360° digital core 

scanner.

• National and International Scientifi c Participa-

tion: If the proposed project becomes a reality, it 

will be a source of scientifi c opportunity for sci-

entists from around the world. Our hope is that 

the ICDP will provide a key link to the global 

scientifi c community in two regards: (1) to let 

them know about the scientifi c opportunities 

presented by this project through the ICDP web 

site and ICDP-sponsored workshops, and (2) to 

help provide funding for SAFOD-related science 

through proposals submitted to the ICDP by sci-

entists in ICDP-member countries.
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Project Management

The principal management team for SAFOD con-

sists of the project PIs: Mark Zoback, Steve Hick-

man, and Bill Ellsworth. Working together, these 

PIs have hosted numerous planning meetings and 

workshops, represented this project at many na-

tional and international scientifi c meetings, and 

worked closely together over the past 10 years to 

develop this project. As shown in Figure II-3.10, the 

PI team will share responsibility for management of 

the various facets of SAFOD. In addition to facility 

management, Zoback, Hickman, and Ellsworth, as 

representatives of the different science teams, will 

continue to coordinate the various groups of scien-

tists as follows:

• Operational supervision of on-site activities: 

Mark Zoback and Steve Hickman

• Downhole measurements: Mark Zoback

• Measurements on core, cuttings, and fl uids: 

Steve Hickman

• Geological and geophysical site characteriza-

tion: Steve Hickman

• Fault zone monitoring: Bill Ellsworth and Mark 

Zoback

 

3.4. Management

Drilling Operations
(Zoback & Hickman)

• Contract Supervision
• On-Site Project Liaison
• Rotary Drilling and  
 Spot Coring
• Continuous Coring
• Borehole Completion

Geophysical and Geological  
Site Characterization (Hickman)

• Pre-Drilling Surveys
• Pilot Hole Characterization
• Stage 1 Characterization
• Stage 3 Characterization
• Stage 5 Characterization

Overall Project Management
(Zoback, Hickman & Ellsworth)

• Internal Project Communications 
 and Meetings Planning
• Agency Liaison
 (NSF, USGS, DOE, ICDP)
• Data Management (with ICDP)

Observatory Facility
(Hickman)

• Environmental Approvals
• Site Leases
• Permitting
• Infrastructure and 
 Technical Support

SAFOD Principal Investigators
(Zoback, Hickman & Ellsworth) Scientific Advisory Board

(Zoback)

• Contract Supervision
• Wireline Logging
• Side-Wall Coring
• Logging While Drilling
• Packer Tests

Measurements on Core,  
Cuttings and Fluids (Hickman)

• Core and Cuttings Handling
 and On-Site Analysis
• Mud Logging and Real-Time 
 Gas Geochemistry
• Fluid Sampling
• Coring Curation and Distribution
 (with Sampling Committee)

  
(Ellsworth & Zoback)

• Contract Supervision
• Stage 2 Monitoring
• Stage 4 Monitoring
• Stage 6 Monitoring
• Integration with USGS
 Parkfield Experiment

and External Coordination  
(Ellsworth)

• Coordination with PBO  
 and USArray
• Integration with USGS 
 Parkfield Experiment
• Education and Outreach 
 (with EarthScope, SCEC, 
 USGS, etc.)

Figure II-3.10. Management structure proposed for the SAFOD project.
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Additional steps that will be taken to assure optimal 

project management are as follows:

 

• Establish a Scientifi c Advisory Board: The pur-

pose of this board is to provide independent 

advice to SAFOD on an as-needed basis. Partici-

pants will come from both within and outside 

the project science team.

• Planning Workshops: We will be convening proj-

ect-wide, three-day-long planning workshops 

in the San Francisco Bay area during the fi rst, 

third, and fi fth years of this project. Members of 

our science team will be asked to budget travel 

and per diem to attend these workshops.

• Special Sessions: Special sessions will be held at 

regularly scheduled national and international 

scientifi c meetings (AGU, GSA, SSA, IUGG, 

etc.) as appropriate.

• Annual Sub-Group Meetings: We will also be 

holding annual meetings of smaller groups of 

principal investigators to discuss operational 

and scientifi c details associated with downhole 

measurements, core and fl uids studies, site 

characterization, and fault zone monitoring. 

These meetings will be timed to coincide with 

the Fall AGU meeting in San Francisco.

• Sampling Committee: As discussed above, this 

committee will be established to develop proto-

cols for handling and distribution of core, cut-

tings, and fl uid samples.

Data Management 

 Responsibility for long-term maintenance of SAFOD 

monitoring instrumentation, data telemetry, and 

data archiving and distribution will be shared by 

NSF-funded institutions and the USGS. NSF will be 

primarily responsible for funding the initial devel-

opment, testing, installation, and (when needed) 

recovery and redeployment of the downhole moni-

toring instrumentation, through this proposal and 

related proposals from university investigators. The 

USGS will be responsible for maintaining the sur-

face installation facility and telemetry links back to 

the centralized data repository; this includes rou-

tine maintenance and repair visits to the SAFOD 

site by fi eld personnel associated with the USGS 

offi ces in Menlo Park and Parkfi eld (see attached 

letter of support from the USGS).

All data from downhole monitoring instruments 

operating in SAFOD will be made available in real-

time to the international scientifi c community via 

the Internet. Data acquired from individual PI-

driven studies, such as geophysical studies in and 

around SAFOD and laboratory studies on rock and 

fl uid samples, will be released to the public and sci-

entifi c community in accord with NSF policy.
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Table II-3.1 provides an overview of the principal ex-

penditures associated with the SAFOD project over 

the duration of EarthScope. A brief explanation of 

each budget category is provided below. It should 

be noted that no separate proposal for expenses as-

sociated with Operations and Maintenance of the 

SAFOD facility is being submitted for Years 1-5. As 

described above, the facility is being developed in 

distinct drilling stages which are closely integrated 

with phases of instrument deployment over the 

fi ve-year period of this request; thus, O&M costs for 

years 1-5 are built into this single proposal. 

Drilling Subcontract

Under supervision of the PIs, a subcontract will be 

granted to ThermaSource, Inc. to serve as prime 

contractor for all drilling and drilling-related ac-

tivities. As mentioned above, ThermaSource is 

the drilling engineering company that designed 

the SAFOD borehole as part of a previous proposal 

submitted to NSF in 1998. Their engineering de-

sign and budget were reviewed by a special panel 

convened by NSF in 1998, during which the Ther-

masource drilling plan and budget (along with the 

rest of our proposal) received excellent reviews. 

Over the past fi ve years, Thermasource has par-

ticipated in numerous meetings with the PIs and 

scientists involved in this project and has provided 

3.5. Budget Summary

key technical advice and recommendations on es-

sentially all aspects of drilling and construction of 

this observatory.

As prime contractor for the construction of SAFOD, 

ThermaSource will be responsible for carrying out 

all aspects of well construction and drilling-related 

activities. These include engineering design, proj-

ect management, and supervision of service provid-

ers. During construction of SAFOD, ThermaSource 

will provide the PIs a comprehensive summary and 

assessment of all expenses encountered to date (in-

cluding copies of all invoices) and provide a com-

prehensive projection of forthcoming activities and 

associated costs.

The budget for drilling and drilling-related activi-

ties was prepared in two steps. First, the budgets 

for Phases 1 and 2 (Years 1 and 2) were prepared by 

ThermaSource, Inc. by updating the detailed drill-

ing and operations plan (and budgets) originally de-

veloped for SAFOD in 1998. As mentioned above, 

this plan and budget were previously reviewed (and 

endorsed) by the special technical review panel 

convened by NSF. The updated drilling plan was 

then slightly modifi ed based on the experience 

gained from the SAFOD pilot hole. Table II-3.2 is a 

breakdown of costs associated with Phases 1 and 2 

as prepared in this manner by ThermaSource.

Table II-3.1. Budget Summary ($M)

Year 1 Year 2 Year 3 Year 4 Year 5 5 Year Total

Stanford Personnel and Mgmt Costs 0.14 0.20 0.20 0.21 0.16 0.91

Subcontract for Drilling and Coring* 6.84 6.79 0 2.74 0.15 16.52

Subcontracts for Monitoring Instr* 0.25 0.73 0.61 0.79 0.18 2.56

Indirect Costs 0.10 0.10 0.11 0.10 0.08 0.49

Total 7.33 7.82 0.92 3.84 0.57 20.48

*Including contingency costs
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Table II-3.2. Budget Breakdown for Phases 1 and 2 prepared by ThermaSource, Inc.

Acct
Codes

Descriptions of Costs Phase 1
131 Days

Phase 2
108 Days

Tangible Drilling Costs

21 Casing  $750,000.00  $150,000.00 

22 Tubing and Drill Pipe  $30,000.00  $60,000.00 

23 Wellhead Assembly  $270,000.00 - 

25 Other Well Equipment, Liner hanger, etc.  $90,000.00  $45,000.00 

Total of Tangible Drilling Costs $1,140,000.00  $255,000.00 

Intangible Drilling Costs

45 Permits & Site  $80,000.00  $60,000.00 

46 Mobilization and Demobilization  $170,000.00  $170,000.00 

49 Contract Drilling Rig at $12,500 per day  $1,650,000.00  $1,400,000.00 

50 Site Abandonment and Restoration -  $36,100.00 

51 Direct Supervision  $200,000.00  $200,000.00 

52 Bits, Stabilizers, Reamers, & Hole Openers  $400,000.00  $250,000.00 

53 Rotary Drilling Muds, Additives, & Service  $150,000.00  $260,000.00 

54 Casing tools and Services  $60,000.00  $40,000.00 

55 Cement and Cementing Services  $360,000.00  $200,000.00 

56 Other Drilling Tools, Jars, Shock subs, etc  $80,000.00  $80,000.00 

57 Mud Logging and H2S Monitoring & Equip.  $195,000.00  $160,000.00 

58 Blow out Preventer Rentals & Top Drive  $85,000.00  $120,000.00 

59 Hydraulic Testing, Fluid Sampling, & Coring  $150,000.00  $650,000.00 

61 Electrical Logging (cased and open hole)  $200,000.00  $200,000.00 

62 Welding and Inspection  $20,000.00  $20,000.00 

63 Directional Tools and Engineering & LWD  $450,000.00  $1,090,000.00 

64 Fishing Tools and Services  $61,800.00  $60,000.00 

66 Drilling Tools and Services + Drill Pipe  $85,000.00  $100,000.00 

67 Rental Mud treatment equipment  $95,000.00  $90,000.00 

68 Small Tools and Supplies  $30,000.00  $30,000.00 

69 Transportation  $40,000.00  $40,000.00 

72 Fuel, Water and Power  $225,000.00  $225,000.00 

73 Communications  $20,000.00  $20,000.00 

74 Well Insurance  $15,000.00  $15,000.00 

77 Perforating -  $40,000.00 

78 Completion Costs  $50,000.00  $50,000.00 

79 Camp Costs and Living Expenses  $140,000.00  $135,000.00 

84 Miscellaneous Expenses  $80,000.00  $80,000.00 

85 Abandonment Costs  - - 

91 District Expenses  $50,000.00  $50,000.00 

92 Administrative Overhead  $50,000.00  $50,000.00 

Total Intangible Drilling Costs  $5,191,800.00  $5,921,100.00 

Total Tangible & Intangible Costs
Contingency (8% Phase 1, 10% Phase 2)

 $6,331,800.00 
$506,544.00

 $6,176,100.00 
$617,610.00

Total Drilling Costs  $6,838,344.00  $6,793,710.00 
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The budgets include contingency funds, as experi-

ence demonstrates the need to allow for unexpect-

ed events in any drilling project. The pilot hole, for 

example, was drilled in almost exactly the number 

of days originally predicted, but because of unusu-

ally high rates of wear of bits and stabilizers and the 

necessity to fi sh a lost temperature probe out of the 

bottom of the hole, the project was approximately 

10% over budget. We have budgeted an 8% contin-

gency for Phase 1 (having already incorporated ad-

ditional costs for bit and stabilizer wear into the 

budget) and a 10% contingency into Phase 2. 

The drilling budget for Phase 3—coring of the four 

multi-lateral core holes—was prepared by DOSECC, 

Inc., based on use of their newly acquired drill rig, 

outfi tted with a top drive for coring. This budget is 

presented in Table II-3.3, and includes a 20% indi-

rect fee. Because coring of this type (and at these 

depths and in these types of materials) has not pre-

viously been attempted, and because of the impor-

tance of core retrieval in the fault zone to meet the 

scientifi c goals of the project, a 20% contingency is 

included for this phase of the project.

 

Monitoring Instrumentation 
Subcontracts

The types of sensors to be used in the SAFOD obser-

vatory typically originate from individual university 

researchers, government labs, or small commercial 

fi rms, and then must be integrated into a single 

borehole array to ensure their successful deploy-

ment and retrieval. Our strategy for this phase of 

the experiment is to contract with institutions that 

will serve as prime contractors, with the responsi-

bility for integration and deployment of the various 

sensors associated with each phase of monitoring 

instrumentation.

Duke University has been actively involved in the 

deployment of fault zone monitoring equipment 

in the SAFOD pilot hole. As the Stage 1 plan for 

SAFOD monitoring is to deploy a new suite of in-

strumentation for the pilot hole, Duke University 

will be the prime contractor charged with integra-

tion of monitoring devices and their deployment in 

Stage 1 of SAFOD monitoring. As such, Duke Uni-

versity will be responsible for carrying-out all as-

pects of instrumentation design, construction and 

deployment in the pilot hole. On a monthly basis, 

Duke will provide the SAFOD PIs a comprehensive 

summary and assessment of all expenses encoun-

tered to date (including copies of all invoices) and 

provide a comprehensive forecast of forthcoming 

activities and associated costs. All fi eld activities 

associated with Stage 1 monitoring in the pilot 

hole, as well as activities associated with monitor-

ing installation in the main SAFOD hole during sub-

sequent phases, are subject to advance review and 

approval by the SAFOD PIs.

Discussions are still underway for selection of 

the system integration and deployment contrac-

tor for Stages 2 and 3. The Geothermal Research 

Department at Sandia National Lab has been ac-

tively involved in the development of geophysical 

monitoring equipment capable of operating at high 

temperature and pressure for extended periods of 

time. As the Stage 3 plan for SAFOD monitoring 

is to deploy a suite of instrumentation in the main 

hole at high pressure (40 MPa) and temperature 

(150°C), the successful deployment and operation 

of such equipment will be a formidable challenge. It 

is likely (but not yet certain) that Sandia Lab will 

be the prime contractor charged with development 

and integration of monitoring devices and their de-

ployment during Stages 2 and 3 of SAFOD moni-

toring. The responsibilities and reporting/oversight 

requirements for the prime contractor for Stages 2 

and 3 of monitoring will be the same as outlined 

above for Stage 1.
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Table II-3.3. Phase 3 Budget Prepared by DOSECC, Inc.

Mobilization & Miscellaneous Units $/unit Amount

Pre-spud meeting 1 $1,750.00 $1,750.00

Preparation in yard 1 $30,000.00 $30,000.00

Mobilize rotary rig 1 $50,000.00 $50,000.00

Crane in Rexberg yard 1 $3,000.00 $3,000.00

Trucking Rexberg to site (DHCS) 8 $1,500.00 $12,000.00

Crane in Rexberg 1 $7,940.00 $7,940.00

Mob directional equipment 1 $11,850.00 $11,850.00

Mob directional crew 4 $6,450.00 $25,800.00

Whipstocks etc. 4 $20,000.00 $80,000.00

Motor maintenance 4 $650.00 $2,600.00

Mills 4 $3,000.00 $12,000.00

Mud/Polymer 3200 $15.00 $48,000.00

5” liner 4000 $12.00 $48,000.00

Inspections 1 $50,000.00 $50,000.00

Water 94 $450.00 $42,300.00

Fishing Tools 94 $200.00 $18,800.00

Slotted liner 1000 $10.00 $10,000.00

Guide shoes/tools 4 $2,200.00 $8,800.00

Cement & Cement Services 1 $35,000.00 $35,000.00

Boxes for substructure 4 $25,000.00 $100,000.00

BOP rental 94 $600.00 $56,400.00

Core bits 4 $750.00 $3,000.00

Core Boxes 400 $8.00 $3,200.00

Total Mob $660,440.00

Operations Days Rate Amount

Rig Up 5 $7,940 $39,700.00

Drill Rig 58 $10,640 $617,120.00

Directional Coring 28 $16,180 $453,040.00

Rig Down 5 $7,940 $39,700.00

Subtotal $1,149,560.00

Demobilization Days Rate Amount

Crane at site 1 $3,000.00 $3,000.00

Truck rotary rig 1 $35,000.00 $35,000.00

Truck DHCS 7 $1,500.00 $10,500.00

Return pipe to SLC 1 $1,500.00 $1,500.00

Crew Transportation 1 $7,940.00 $7,940.00

Unload and clean up 1 $20,000.00 $20,000.00

Crane at yard 1 $3,000.00 $3,000.00

Total Demob $80,940.00

Project Subtotal $1,890,940.00

Indirect @ 20%
Contingency @ 20%

$378,188.00
$456,662

Total $2,739,972.00
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Table II-3.4 is a breakdown of the instrumentation 

costs for the three Stages of instrumentation de-

ployment described above. The breakdown shown 

in this table represents known costs for the:

• Stage 1 integrated system 

• Stage 2 fi ber optic temperature sensors 

• Stage 3 high-temperature pressure transducer 

and thermistors

• Tubing and work-over rig for Stage 1 and Stage 

3 deployments 

In addition, estimated costs are indicated for the:

• Stage 2 volumetric strainmeter 

• Stage 3 high temperature seismometers and 

clamped tilt/strain meters

These estimated costs are based on related equip-

ment deployed in ODP boreholes and estimated 

costs for high temperature sensor development.

Stanford Personnel

Table II-3.5 is a breakdown of the Stanford budget 

over the duration of this project. Salary is requested 

for one of the PIs (Mark Zoback) for one month dur-

ing the summer and one month during the academ-

ic year. Zoback was at the drill site half the time for 

drilling of the pilot hole (sharing supervisory duties 

with Steve Hickman) and will do the same during 

the SAFOD main drilling phases. Moreover, there 

are appreciable responsibilities associated with 

managing SAFOD throughout the year. In addition, 

funding is requested for a half-time administrative 

assistant (Susan Moskowitz), who will coordinate 

logistics, travel and payment of the invoices and 

other expenses associated with this project as well 

as serving as a liaison to press and those involved 

with EarthScope E&O activities. 

Funding is requested for two graduate students, 

who will serve as Data Managers for the duration of 

the project. Initially, one of these students will be 

Naomi Boness, who served as Data Manager on the 

pilot hole project. She had principal responsibility 

for synthesizing all of the scientifi c and operational 

data being gathered during drilling (description 

and photography of cuttings, real-time fl uid and 

gas chemistry, penetration rates, mud properties, 

etc.) and entering all of this information into the 

ICDP Drilling Information System. As the pilot hole 

was a ~45 day, 24 hour/day operation, it was neces-

sary for Naomi to assemble a collection of volunteer 

Stanford students for several days to one week at a 

time to assist her in carrying out these functions. 

Drilling in Phases 1 and 2 will be more demanding, 

as each drilling phase will be approximately three 

Table II-3.4. SAFOD Monitoring Instrumentation ($M)

Year 1 Year 2 Year 3 Year 4 Year 5
5 Year 

Total

Stage 1 - Seismic array with moving 
     coil and MEMS seismometers, MT
     coil, strain and tiltmeter

0.25 0.13 0.05 0.1 0 0.53

Stage 2 - Dilatometer behind casing,
     fi ber optic temperature sensor

0 0.34 0 0 0 0.34

Stage 3 - High T pressure transducer, 
     seismometers, thermistors,   
     clamped tilt and strain meters

0 0.2 0.56 0.51 0.08 1.35

5 km tubing 0 0 0 0.12 0 0.12

Workover rig for installation 0 0.06 0 0.06 0.1 0.22

Total 0.25 0.73 0.61 0.79 0.18 2.56
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Table II-3.5. Summary of Stanford Staff  and Related Expenses

Year 1 Year 2 Year 3 Year 4 Year 5 Total 5 yrs.

Salary and Fringe

     Mark Zoback 
     (1 mo. Sum. 1 mo aca.)

$30,000 $31,500 $33,075 $34,729 $36,465 $165,769

     Admin Assistant @ 50% $25,000 $26,250 $27,563 $28,941 $30,388 $138,141

     Subtotal Salary $55,000 $57,750 $60,638 $63,669 $66,853 $303,910

     Fringe @24.8% $13,640 $14,322 $15,038 $15,790 $16,580 $75,370

     1st grad student $24,000 $25,200 $26,460 $27,783 - $103,443

     2nd grad student $25,200 $26,460 $27,783 $29,172 $108,615

     Total Student $24,000 $50,400 $52,920 $55,566 $29,172 $212,058

     Student Fringe @3.3% $792 $1,663 $1,746 $1,834 $963 $6,998

Total Salary and Fringe $93,432 $124,135 $130,342 $136,859 $113,567 $598,335

Travel $10,000 $16,000 $16,000 $10,000 $12,000 $64,000

Equipment - $5,000 $5,000 $5,500 - $15,500

Supplies $5,000 $8,000 $8,000 $8,000 $5,000 $34,000

Publications - $1,000 $3,000 $3,000 $5,000 $12,000

Tuition (4 quarters/year) $15,710 $32,992 $34,640 $36,372 $19,096 $138,810

Meetings and Project Coord. $12,000 $10,000 $8,000 $8,000 $6,000 $44,000

Total Direct $136,142 $197,127 $204,982 $207,731 $159,663 $905,645

MTDC $120,432 $159,135 $165,342 $165,859 $140,567 $751,335

Indirect 60% $72,259 $95,481 $99,205 $99,515 $84,340 $450,801

Stanford $208,401 $292,608 $304,187 $307,246 $244,003 $1,356,446

Subaward (3) $7,090,000 $7,530,000 $600,000 $3,530,000 $325,000 $19,075,000

Indirect for subawards 60% $30,000 $15,000

Total Cost $7,328,401 $7,822,608 $919,187 $3,837,246 $569,003 $20,476,446

times the duration of the pilot hole. Thus, it is nec-

essary to have two students assigned to this task. 

During Phase 3, the two students will be available 

to assist with core handling operations.

Funds budgeted for Meetings and Project Coor-

dination in Table II-3.5 refer principally to travel 

and related expenses for groups of scientists and 

engineers to meet to discuss different aspects of 

the project (rock and fl uid sampling, downhole 

measurements, monitoring instrumentation, etc.) 

as well as regular meetings of the SAFOD Scien-

tifi c Advisory Board (see Figure II-3.10). Travel and 

Field Work expenses are associated with domestic 

travel related to project management and accom-

modation costs during drilling. Finally, while full 

indirect costs (60% of Direct Costs, or MTDC) is 

charged for expenses directly associated with Stan-

ford personnel, indirect costs are charged to only 

the fi rst $25,000 of each of the three subcontracts 

referred to above (ThermaSource, Duke, and San-

dia). Thus, in aggregate, the indirect costs associ-

ated with this proposal ($0.49M) comprise only 4% 

of the total request.



Part III. Management and Budget 

147

Part III. Management and Budget

1. Management of Project Execution ......................................................... 148

 1.1. Management Goals ................................................................................ 148

 1.2. EarthScope Facility Executive Committee ........................................... 148

 1.3. EarthScope Facility Director ................................................................ 149

 1.4. Reporting............................................................................................... 149

 1.5. Advisory Committees............................................................................ 150

 1.6. EarthScope Facility Offi ce Budget ........................................................ 150

2. Educational Impact of EarthScope ......................................................... 154

3. Data and Instrument Policies .................................................................. 156

 3.1 Data Distribution Policy......................................................................... 156

 3.2 Instrument Use Policy............................................................................ 156

4. EarthScope Facility Budget Overview.................................................... 157

 4.1. Equipment Acquisition and Construction ............................................ 157

 4.2. Operation and Maintenance.................................................................. 157

5. Supporting Letters .................................................................................... 159

6. EarthScope-Related Web Links ............................................................... 168

7. Acronyms.................................................................................................... 172



Part III. Management and Budget 

148

1.1. Management Goals

The management structure for the EarthScope 

MREFC is designed to: 

1. ensure the project is in compliance with NSF 

policies and procedures and Federal regula-

tions, 

2. manage the project “to the baseline” – meet 

approved cost, schedule, and performance re-

quirements for the project, and 

3. be both representative of, and accountable to, 

the Earth science community at large. 

The management structure is based on the prin-

ciples of broad and equal community representa-

tion for the major components of EarthScope, while 

providing NSF with a single point of contact. Spe-

cifi cally, we view EarthScope’s project management 

as an “enabling technology” to help NSF dollars go 

further.

The management structure described in this sec-

tion has been approved by the IRIS and UNAVCO 

Boards of Directors. A formal Memorandum of Un-

derstanding, with associated by-laws to govern op-

erations, will be developed between IRIS, UNAVCO, 

and the SAFOD project. 

The EarthScope facility management will oversee 

the installation and operation of the EarthScope fa-

cility as funded by NSF through the Major Research 

Equipment and Facilities Construction (MREFC) 

program under cooperative agreements with IRIS, 

UNAVCO, and Stanford University. The separate 

task of coordinating EarthScope science and educa-

tion activities will occur through the recently ap-

pointed EarthScope Science and Education Com-

mittee. 

 1. Management 
of Project Execution

1.2. EarthScope Facility 
Executive Committee

Full power in the management of the EarthScope 

Facility will be vested in the EarthScope Facil-

ity Executive Committee (EFEC). The Executive 

Committee will be chaired by the EarthScope Facil-

ity Director. The EarthScope Facility Director will 

serve as the single point of contact for NSF on over-

all management of the EarthScope facility. 

The EarthScope Facility Executive Committee 

will consist of seven members: one elected by two-

thirds majority of the IRIS Executive Committee, 

one elected by two-thirds majority of the UNAVCO 

Board, one elected by the SAFOD project, the three 

PIs of the EarthScope Cooperative Agreements, and 

the EarthScope Facility Director. All positions will 

also require approval by a simple majority of a com-

bined council consisting of the seven-member IRIS 

Executive Committee, the seven member UNAVCO 

Board, and the three-member SAFOD management 

team. 

All members of the EarthScope Facility Executive 

Committee will serve at the pleasure of their re-

spective Boards with two-year renewable appoint-

ments and without specifi c term limits. Because the 

IRIS and UNAVCO Boards represent their member-

ship, EarthScope management is “accountable” to 

the broad community, and no single EarthScope 

component can operate unilaterally, or exert dis-

proportionate infl uence.

Specifi c responsibilities of the Executive Commit-

tee include:

• perform on-going evaluations to determine prog-

ress against the Baseline Project Defi nitions. 
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• review the on-going management procedures, 

work breakdown schedules, milestones, and risk 

mitigation strategies. 

• review any signifi cant deviations from the 

original design plans and critical risk mitiga-

tion decisions, and make recommendations to 

NSF through the Facility Director to ensure that 

the project remains on schedule and within cost 

and that it meets intended design goals and in-

frastructure needs of the scientifi c community. 

• interact with the EarthScope Science and 

Education Committee to ensure that the facil-

ity remains responsive to the science needs 

of EarthScope and that there is coordina-

tion between the EarthScope facility and the 

EarthScope science and education programs.

The Executive Committee will meet at least four 

times a year. Each year, one meeting will be at 

UNAVCO, one meeting will be at SAFOD, and one 

meeting will be at IRIS, during which an on-site re-

view of the program will be performed. As a result, 

USArray, SAFOD, and PBO will each undergo an 

on-site review each year by the Executive Commit-

tee. A fourth meeting will be held jointly with the 

EarthScope Science and Education Committee.

Action requires a vote at an EFEC meeting that 

has a quorum. The EFEC will require a quorum 

consisting of the EarthScope Facility Director and 

at least one representative from each of the three 

EarthScope components. Provided a quorum ex-

ists, a second representative may provide his or 

her proxy to the other representative from the 

same EarthScope component. A motion carries if at 

least two-thirds of the members present at a meet-

ing vote in favor of the motion. In the diffi cult case 

where only one of the EarthScope components is 

in disagreement with a motion, the Facilities Direc-

tor effectively decides based on the best interests of 

EarthScope as a whole. All three EarthScope com-

ponents can over-rule the Facility Director (includ-

ing the power to remove the Facility Director). 

1.3. EarthScope Facility Director

The Facility Director will chair the EarthScope 

Facility Executive Committee and have overall 

responsibility to NSF for implementation of the 

EarthScope Project under the MREFC account. 

The Project Facility Director will serve as the single 

point of contact for the EarthScope MREFC to NSF, 

oversight organizations, media, and the commu-

nity. Specifi c responsibilities include:

• overall management of the EarthScope Facility 

Offi ce located in Washington, DC

• chair the EarthScope Facility Executive Com-

mittee

• review and evaluate project progress against 

milestones

• provide NSF with quarterly reports and brief-

ings, and participate in the development and 

review of the cooperative agreements for the dif-

ferent components of EarthScope.

1.4. Reporting

The Facility Director will submit quarterly reports 

and provide quarterly briefi ngs to NSF identifying 

progress made relative to the timelines and mile-

stones identifi ed in the EarthScope project plan. If 

the project does not meet any of the major mile-

stones, the Facility Director, in consultation with 

the Executive Committee, will propose to NSF a 

remedial action in the quarterly report. 

For the fi rst two years, we propose that NSF estab-

lish an EarthScope “Tiger Team” to review program 

progress, with broad representation including the 

Geoscience Directorate, the Directorate for Educa-

tion and Human Resources, the Offi ce of Finance 

and Award Management, the Offi ce of Legislative 

and Public Affairs, and the Offi ce of the Inspector 

General.

USArray, SAFOD, and PBO will each appoint a 

single “Point of Contact” to the EarthScope Facility 

Offi ce. The Point of Contact will be responsible for 
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providing to the EarthScope Facility Director quar-

terly summaries of the program status, fi nancial 

accounting, problems and changes, etc. The infor-

mation will be provided to the Facility Director in a 

common format determined by the Executive Com-

mittee and NSF, and will be independently verifi ed 

by the Executive Committee each year during site 

reviews. 

1.5. Advisory Committees

The Facility Director and the EFEC may assemble 

ad hoc advisory panels and task forces to address 

specifi c issues and provide recommendations to the 

EFEC. The scope of such committees will be speci-

fi ed by the EFEC. No committees shall have powers 

which are not authorized by the EFEC.

Each of the EarthScope project components 

(USArray, SAFOD, and PBO) will appoint an advi-

sory committee. The members will serve two-year 

terms, but with no term limits. The recommen-

dations of these committees will be transmitted 

both to the Principal Investigator of the respective 

EarthScope component and to the Facility Direc-

tor. The purpose of the advisory committees will be 

both to franchise the broader community and to 

bring ideas, suggestions, concerns, and criticisms 

from the broad EarthScope community to the at-

tention of the Facility Director and the EFEC.

In addition, the Facility Director will organize “lis-

tening sessions,” briefi ngs, and forums, at meetings 

such as those of the American Geophysical Union, 

the Seismological Society of America, the Geologi-

cal Society of America, the American Association of 

Petroleum Geologists, the National Science Teach-

ers Association, the American Association of State 

Geologists, the National Science Funding Coalition, 

the IRIS Workshop, the SCEC Workshop, and the 

UNAVCO workshop, to describe publicly the status 

of the project and to receive input from the more 

general scientifi c and educational communities. 

1.6. EarthScope Facility 
Offi  ce Budget

The budget shows all costs, not readily attrib-

utable to the costs of administering USArray, 

SAFOD, and PBO, of operating a corporate offi ce 

for the EarthScope Facility in Washington, DC. The 

EarthScope Facility corporate offi ce is less than 3% 

of the overall budget for the facility. 

The EarthScope Facility Offi ce, located in Washing-

ton, DC, will serve as the single point of contact for 

the EarthScope facility to NSF, oversight organiza-

tions, media, and the community. It will be respon-

sible for record keeping, and demonstrating compli-

ance with NSF policies and procedures and Federal 

regulations. The offi ce will manage the EFEC and 

oversee workshops, conferences, meetings, web 

site, display booths, electronic newsletters, etc. 

related to the EarthScope facilities. The offi ce will 

have an analytical capability to produce indepen-

dent assessments of program performance, and 

produce customized analysis for oversight agencies 

and committees, and outreach. 

The EarthScope Facility Offi ce will work in part-

nership with the support structure developed for 

the EarthScope Science and Education Commit-

tee (ESEC). To the maximum extent possible, the 

EarthScope Facility Offi ce will also support the 

activities of the ESEC to ensure that the facility 

remains responsive to the evolving needs of the re-

search and education communities. 

EarthScope Facility Offi ce will be initially collocat-

ed with the IRIS Consortium, so that it can share 

resources and/or personnel and begin operations 

quickly. Funding for the staffi ng and operations of 

the EarthScope Facility Offi ce will be administered 

as a separate Cooperative Agreement to IRIS from 

NSF. The costs and accounting associated with the 

EarthScope Facility Offi ce will be separately ad-

ministered and identifi ed.
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Table III-1. EarthScope Facility Offi  ce Budget (Management)

5-Year 

Year 1 Year 2 Year 3 Year 4 Year 5 Total

Direct Costs

Salaries 

     Earthscope Facility Director

     Business Offi cer

     EFEC Coordinator

     Program Analyst

     Publications Manager

Subtotal: Salaries $389,000 $400,670 $412,690 $425,071 $437,823 $2,065,254 

Fringe Benefi ts @ 35% $136,150 $140,235 $144,442 $148,775 $153,238 $722,840 

Subtotal: Salaries & Fringe Benefi ts $525,150 $540,905 $557,132 $573,846 $591,061 $2,788,094 

Travel

     Staff $35,000 $35,000 $35,000 $35,000 $35,000 $175,000 

     Committee $24,000 $24,000 $24,000 $24,000 $24,000 $120,000 

Subtotal: Travel $59,000 $59,000 $59,000 $59,000 $59,000 $295,000 

Participant Support Costs $35,000 $35,000 $35,000 $35,000 $140,000 

Materials and Supplies $35,000 $35,000 $35,000 $35,000 $35,000 $175,000 

Publications and Printing $25,000 $25,000 $25,000 $25,000 $25,000 $125,000 

Consulting Services $8,000 $8,000 $8,000 $8,000 $8,000 $40,000 

Software $12,000 $12,000 $12,000 $12,000 $12,000 $60,000 

Other $20,000 $20,000 $20,000 $20,000 $20,000 $100,000 

Subtotal: Direct Costs $684,150 $734,905 $751,132 $767,846 $785,061 $3,723,094 

Indirect Costs

DC Offi ce Overhead @ 38% $147,820 $152,255 $156,822 $161,527 $166,373 $784,797 

G&A @ 16% $133,115 $136,346 $139,673 $143,100 $146,629 $698,863 

Management Fees $75,000 $75,000 $75,000 $75,000 $75,000 $375,000 

Subtotal: Indirect Costs $355,935 $363,601 $371,495 $379,627 $388,002 $1,858,660 

Total Costs $1,040,085 $1,098,506 $1,122,627 $1,147,473 $1,173,063 $5,581,754 
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Salary

We anticipate a consistent level of staffi ng through-

out the duration of the project (5 FTEs). Major re-

sponsibilities of the personnel are described below.

EarthScope Facility Project Director (1 FTE)

The EarthScope Facility Project Director will chair 

the EarthScope Facility Executive Committee and 

have overall responsibility to NSF for implementa-

tion of the EarthScope Project under the MREFC 

account. The Facility Director will serve as the sin-

gle point of contact for the EarthScope facilities to 

NSF, oversight organizations, media, and the com-

munity. Specifi c responsibilities include:

• overall management of the EarthScope offi ce lo-

cated in Washington, DC

• chairmanship of the EarthScope Executive 

Committee

• review and evaluation of project progress against 

milestones

• providing NSF and federal funding and oversight 

agencies with quarterly reports and briefi ngs, 

and participating in the development and review 

of the cooperative agreements for the different 

EarthScope components.

EarthScope Facility Business Offi cer (1 FTE)

The EarthScope Facility Business Offi cer will be re-

sponsible for demonstrating compliance with NSF 

policies and procedures, and federal regulations. 

Specifi c responsibilities include:

• fi nancial record-keeping and accounting 

• integrated fi nancial reports for NSF and over-

sight board 

• business and legal affairs for the organization

EarthScope Facility Executive Committee Coordi-

nator (1 FTE)

The Coordinator will manage the EFEC and admin-

ister workshops, conferences, meetings, web site, 

booth, electronic newsletters, etc. related to the 

EarthScope Facility. The Coordinator will: 

• administer and staff the EFEC 

• schedule EFEC and EFEC Project Director ac-

tivities and meetings 

• maintain administrative data bases

EarthScope Facility Program Analyst (1 FTE)

The EarthScope Facility Offi ce will have an analyti-

cal capability to produce independent assessments 

of program performance, and produce customized 

analysis for oversight agencies and committees, and 

outreach. The EarthScope Facility Project Analyst 

will: 

• evaluate data collection and recovery rates 

against program milestones

• analyze performance and data quality against 

baseline goals 

• maintain GIS capability for data displays and 

presentations

EarthScope Facility Publications Manager (1 

FTE)

The EarthScope Facility Offi ce will include a publi-

cations capability to produce outreach and custom-

ized project materials related to the EarthScope 

Facility. The publications manager will:

• produce EarthScope Facility publications and 

graphics 

• produce customized project materials

• maintain an EarthScope Facility web site and 

electronic newsletter

Travel

Funds are budgeted for domestic and foreign travel 

(Canada, Mexico) of the staff, and domestic travel 

of the EarthScope Facility Executive Committee 

members.



Part III. Management and Budget 

153

Participant Support Costs

Participant support costs are to fund technical 

workshops for facility personnel to assist in the 

coordination among the various EarthScope com-

ponents.

Materials and Supplies

Materials and supplies include offi ce equipment, 

computing hardware, and software.

Publications and Printing

Publications and printing charges cover printing 

costs for EarthScope facility publications includ-

ing posters and annual reports/yearbooks, which 

will be distributed free of charge to individuals and 

institutions.

Consulting Services

To keep permanent staffi ng at lean levels, the 

EarthScope Facility Offi ce will use temporary per-

sonnel and consultant services for outsourcing as 

necessary.

Software

Software costs include analytical software such as 

GIS that will be used for programmatic evaluation 

and the production of specialized publications for 

the EarthScope facility.

Management Fee

Management fees are requested annually to develop 

a pool of unrestricted funds to offset exposures in-

herent in managing a multi-million dollar program. 

A fund balance is required to pay for unanticipated 

or common unallowable expenses incident to oper-

ating a corporate entity under a federal award.
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Although the primary motivation for EarthScope 

is the fundamental advance of scientifi c discovery, 

the initiative is also a unique opportunity for Earth 

science education and for reaching out to the gen-

eral public. EarthScope will be a tool for communi-

cating both the results that emerge from a national 

scientifi c effort, and perhaps as importantly, the 

nature of the scientifi c method. 

As EarthScope observatories are installed across 

the nation, students and the public will be intro-

duced to scientifi c questions and the role that their 

region plays in understanding the formation of the 

North American continent. EarthScope will enable 

a broad range of students and the public to par-

ticipate in a national experiment and for the fi rst 

time to observe and measure geological processes 

within the time frame of an academic school year. 

EarthScope will provide a compelling example of 

how our scientifi c understanding advances as new 

data become available and new hypothesis are 

tested, and will attract outstanding young people to 

careers in Earth sciences. 

We recognize that for EarthScope data to be useful 

to the educational community, it must be provided 

in formats and as products that are accessible to 

educators and students. In addition, appropriate 

teaching modules must be developed that will allow 

the EarthScope resources to be incorporated into 

an inquiry-based learning experience consistent 

with the national educational standards. 

Coincident with the development of the EarthScope 

facilities have been a series of workshops and dis-

cussions on the educational and outreach opportu-

nities. The workshops have resulted in a set of edu-

cation and outreach goals. While the achievement 

of these goals is beyond the scope of this facility 

proposal, the goals do defi ne the data streams, com-

plementary geological data sets, and the scientifi c 

results that will be accessible to a wide audience via 

close collaboration with the EarthScope facilities. 

They include:

• Create a high-profi le public identity for 

EarthScope that emphasizes the integrated na-

ture of the scientifi c discoveries and the impor-

tance of EarthScope’s various research initia-

tives.

• Establish a sense of project ownership among 

scientifi c, professional, and educational commu-

nities and the public so that a diverse group of 

individuals and organizations can and will make 

contributions to EarthScope.

•  Promote science literacy and understanding of 

the EarthScope experiment among all audiences 

through informal education venues.

• Advance formal Earth science education by pro-

moting inquiry-based classroom investigations 

that focus on understanding Earth and the in-

terdisciplinary nature of the EarthScope experi-

ment.

• Foster use of EarthScope data, discoveries, and 

new technology in resolving challenging prob-

lems and improving our quality of life.

The wealth of education and outreach opportu-

nities that can be closely linked to EarthScope 

can be found in the report titled, EarthScope: An 

Unprecedented Opportunity for Education and 

Outreach in the Earth Sciences, which is avail-

able on the EarthScope.org web site. The plan 

calls for an EarthScope Education and Outreach 

Network (EON) to support these goals through: 

(1) resource development and dissemination, and 

(2) program development and implementation. Re-

2. Educational Impact of 
EarthScope
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source development includes creating public rela-

tions information, posters, fact sheets, and news 

releases; producing educational videos; developing 

supplemental curriculum resources and visualiza-

tion and analysis tools; and sponsoring museum 

exhibits. The effort is at the core of creating a uni-

fi ed EarthScope identity. Program development and 

implementation activities include public relations 

support for deployment, solicitation of partnerships 

and opportunities for knowledge transfer to other 

technical professionals, formal education programs 

such as K-16 faculty professional development, and 

informal education activities at parks and commu-

nity centers. 

Within this proposal, each of the EarthScope com-

ponents describe how they will make data available 

and how they plan specifi cally to leverage the in-

frastructure of the EarthScope facilities for edu-

cational and outreach purposes. It will be through 

close collaboration with the EarthScope Education 

and Outreach Program that the potential for these 

resources are fully realized. The newly formed 

EarthScope Science and Education Committee will 

provide the formal structure for such coordination 

and interaction.
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3.1. Data Distribution Policy
 

It will be the policy of EarthScope that all data will 

be openly available without restriction or cost and 

with minimal delay. The Earth Science Division at 

NSF has recently (April 2002) issued a Data Shar-

ing Policy that will be adhered to as the overarching 

policy for EarthScope (www.geo.nsf.gov/ear/EAR_

data_policy_204.doc).

EarthScope’s open data policy is intended to maxi-

mize participation from the scientifi c community 

and to provide on-going educational opportunities 

for students at all levels. In addition to issues re-

lated to the access to data and data sharing, it is 

essential that all EarthScope data be preserved for 

future generations of Earth scientists. As discussed 

in Part II of this proposal, the EarthScope facilities 

have well-established procedures and archives in 

place to ensure the long-term survivability of raw 

and derived data as well as related metadata.

3. Data and Instrument Policies
3.2. Instrument Use Policy

 

The core instruments of the EarthScope Observa-

tory are permanent installations or transportable 

arrays, installed and operated by EarthScope-fund-

ed staff as a community resource. For instruments 

that are available for use in separately funded PI-

driven experiments, special instrument use and 

data release policies will be established. Detailed ar-

rangements governing the use of these instruments 

will be implemented by the EarthScope Facility 

Executive Committee based on EarthScope-wide 

policies established in consultation with NSF and 

the EarthScope Science and Education Commit-

tee. In general, any research or educational insti-

tution may request use of USArray Flexible Array 

instruments and PBO portable GPS receivers in 

EarthScope science projects as identifi ed by NSF.
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While the details and justifi cation for the project 

budgets are provided with the individual project de-

scriptions in Section II, a summary is presented in 

this section to provide an overview of the complete 

project. 

The full budget request for support of “EarthScope: 

Acquisition, Construction and Facility Manage-

ment” consists of the following parts:

4.1. Equipment Acquisition 
and Construction

A collaborative 5-year proposal (July 1, 2003 to 

June 30, 2008) to the NSF Major Research Equip-

ment and Facility Construction Account to create 

and manage the EarthScope Observatory. This 

proposal requests support for capital equipment, 

installation, infrastructure support and initial de-

ployment of USArray, PBO and SAFOD. A separate 

budget is presented for coordination and manage-

ment through an EarthScope Facility Offi ce.

 

The parts of the collaborative EarthScope Facility 

MREFC facility proposal are:

a) USArray: A proposal from the IRIS Consortium 

for acquisition and installation of USArray. Sup-

port is requested to acquire all of the hardware 

for USArray and associated data management 

activities, install the Backbone Network, com-

plete the fi rst deployment of the Transportable 

Array and prepare the Flexible Array equipment 

for use in separately funded EarthScope experi-

ments. 

b) PBO: A proposal from UNAVCO Inc for acqui-

sition, installation and operation of the Plate 

Boundary Observatory. Support is requested to 

acquire the hardware for all PBO instruments, 

install the GPS, strainmeter and associated in-

struments and complete deployment of the per-

manent backbone stations and clusters.

c) SAFOD: A proposal from Stanford University to 

drill, sample and instrument the SAFOD obser-

vatory at Parkfi eld. 

d) EarthScope Facility Offi ce: The EarthScope 

Facility Offi ce will initially be collocated with 

the IRIS Consortium offi ces in Washington, DC. 

Funding is requested through IRIS to establish 

and host the offi ce. The primary responsibilities 

of the offi ce will be to support the activities of 

the EarthScope Facility Executive Committee, 

coordinate interactions between the facility op-

erators, and serve as the point of contact with 

NSF and the EarthScope Science and Educa-

tion Committee. As EarthScope develops and 

evolves, the offi ce structure and operation will 

be reviewed in consultation with NSF and the 

EarthScope Science and Education Committee

4.2. Operation and Maintenance

A collaborative 5-year proposal (July 1, 2003 to 

June 30, 2008) as a separate submission to the NSF 

Division of Earth Sciences, Research and Related 

Activities Account for operation and maintenance 

of the EarthScope Observatory. This proposal 

presents a plan for how, as the components of the 

EarthScope facility become operational, support 

transitions from a construction and installation 

phase to an operational phase. This transition is 

4. EarthScope Facility 
Budget Overview
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designed to be consistent with NSF policy regard-

ing the development and operation of large facilities 

under which the MREFC account is used to support 

facility construction and the R&RA account is used 

to support operations. In addition to annual costs 

for the transition phase during Years 1 to 5, while 

the MREFC funding is in effect, the O&M proposal 

includes an estimate for the annual costs for full 

facility operation in Years 6 to 10 (2008 – 2013) fol-

lowing completion of the MREFC funding. 

The parts of the collaborative proposal for 

EarthScope Facility operations and maintenance 

(O&M) parallel the structure of the MREFC pro-

posal, with collaborative submissions from IRIS 

and UNAVCO. 

 

The following tables summarize the budget compo-

nents for the two proposals and provide an estimate 

of operational costs for Years 6-10. A more detailed 

budget structure for each of the EarthScope com-

ponents (USArray, PBO, and SAFOD) is provided in 

the project descriptions in Section II of this propos-

al. The budget structure for the EarthScope Facility 

Offi ce is found earlier in this section. More detail on 

the MREFC budgets is to be found in the following 

section of this proposal, which presents the institu-

tional budget submissions from IRIS, UNAVCO, and 

Stanford. The details of the O&M budgets for Years 

1-5 and the estimate for Years 6-10 are presented in 

the accompanying R&RA proposal.

Table III-2. MREFC Budget
(July 1, 2003 to June 30, 2008; $M)

Year 1
2003

Year 2
2004

Year 3
2005

Year 4
2006

Year 5
2007

5-Year
Total

USArray 15.18 14.01 15.93 16.14 8.59 69.85 

PBO 10.30 19.21 27.99 27.09 15.42 100.00 

SAFOD 7.33 7.82 0.92 3.84 0.57 20.48 

Management 1.04 1.10 1.12 1.15 1.17 5.58 

Total 33.85 42.14 45.96 48.21 25.75 195.91 

Table III-3. Operations and Maintenance Budget Years 1-5
(July 1, 2003 to June 30, 2008; $M)

Year 1
2003

Year 2
2004

Year 3
2005

Year 4
2006

Year 5
2007

5-Year
Total

USArray 0.37 1.44 2.40 3.14 7.29 14.65

PBO 0.00 0.26 1.05 2.13 3.12 6.57

Total 0.37 1.70 3.45 5.27 10.41 21.21

Table III-4. Annual O&M Estimate Years 6-10
(July 1, 2008 to June 30, 2012; $M)

Year 6 
estimate

5 year total,
with infl ation

USArray 12.39 65.77 

PBO 9.07 47.66 

SAFOD 0.45 2.38 

Total 21.91 115.81 
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EarthScope General

www.earthscope.org
Internet portal for EarthScope. Contains links to 

background and detailed information on the four 

components of EarthScope, management and im-

plementation plans, station deployment schemes, 

documentation on hardware, and links to meeting 

reports, etc.

www.earthscope.org/assets/es_proj_plan_
lo.pdf
www.earthscope.org/assets/es_proj_plan_
hi.pdf
The EarthScope Project Plan, published 10/2001, 

in both low and high-resolution .pdf formats. The 

report was compiled by the EarthScope Working 

Group, and contains background on the scientifi c 

needs, scope, budget and implementation plan for 

the EarthScope experiment.

www.earthscope.org/assets/es_wksp_
mar2002.pdf
Report of a community workshop held in Snow-

bird, UT, 10/2001. Identifi es scientifi c targets for 

EarthScope, the needs beyond the EarthScope Fa-

cility, and identifi es the EarthScope Audience.

www.earthscope.org/assets/es_eando_lo.pdf
www.earthscope.org/assets/es_eando_hi.pdf
Report of the workshop held in Boulder, CO and 

Tucson, AZ, in 2002, and attended by many Earth 

scientists and educators. The report summarizes 

the workshop discussions and presents a plan for 

education and outreach activities in support of 

EarthScope and advancing public understanding 

of Earth.

6. EarthScope-Related Web Links
www.nap.edu/books/0309076447/html
At the request of NSF, the NRC appointed a com-

mittee to review the science objectives and imple-

mentation planning of EarthScope. The committee 

concluded that EarthScope will have a substantial 

impact on earth science in America and worldwide. 

Their recommendations encompassing science 

questions, management, E&O and partnerships are 

presented in this document.

USArray

www.earthscope.org/USArray_wtpaper.pdf
White paper developed from a workshop held in 

Albuquerque, NM in 1999, held to discuss the de-

sign and implementation of USArray. Prepared by 

the USArray Steering Committee, this document 

discusses the following USArray topics within the 

context of EarthScope: scientifi c challenges for 

USArray, defi ne its technical and multidisciplinary 

components, discussed an operations and manage-

ment scheme, and identifi es ways in which USArray 

can best be used to advance Earth science research, 

education and outreach.

www.iris.edu
Home page for IRIS. Provides links to IRIS four 

main programs: the Global Seismographic Network, 

Data management System, Program for Array Seis-

mological Studies of Crust and Lithosphere, and 

Education and Outreach. Also provides informa-

tion on membership, organization and governance, 

news, data access tools, the Seismic Monitor and 

other outreach products.

www.iris.edu/manuals/DATutorial.htm
Tutorial to introduce users to the type of data ar-

chived at the IRIS Data management Center, and 

how to request it. A downloadable .pdf fi le is avail-
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able at www.iris.washington.edu/manuals/acrobat/

TUTORIAL/tutorial.tar which includes all the man-

uals for the tools mentioned in the tutorial.

www.iris.edu/cgi-bin/wilberII_page1.pl
WILBUR is the DMC’s most popular web-based seis-

mic waveform data request tool. This interface al-

lows users to search and request data from SPYDER 

and FARM archives. Data are delivered in SEED, 

mini-SEED, SAC binary or SAC ASCII fi les.

www.iris.edu/SeismiQuery
SeismiQuery is a web tool that allows users to que-

ry the database for specifi c information about data 

availability as well as network, station and channel 

information. SeismiQuery is made up of several 

pre-formatted queries that focus on specifi c types 

of information and data requests. Users may also 

write their own queries in SQL (a primer is pro-

vided).

www.passcal.nmt.edu/iris/passcal/passcal.htm
Home page for the PASSCAL Instrument Center. 

Contains technical description and instructions for 

use of PASSCAL equipment, availability, applica-

tion forms for loan of instruments, summaries of 

past deployments, links to PI pages.

www.anss.org
USGS site outlining the Advanced National Seismic 

System (ANSS), and provides catalogs, shakemaps, 

history of the CNS, meeting information, funding 

updates, and education and outreach material.

vortex.ucr.edu/emsoc
Home page for EMSOC, a national instrument facil-

ity for electromagnetic studies of the continents. 

Provides description of MT techniques, member-

ship and association rules, details of equipment for 

loan and request procedures, deployment sched-

ules, operating instructions, and portal to data.

PBO

www.earthscope.org/PBOwhitepaper.pdf
A white paper providing the scientifi c rationale and 

deployment strategy for a Plate Boundary Observa-

tory, presented by the PBO Steering Committee to 

the National Science Foundation. Based on input 

from the PBO Workshop held October 3-5, 1999.

www.earthscope.org/geo_pbo_wp.pdf
White paper contains the results of a workshop held 

May 22-25, 2001 on the community input to the 

geological component of PBO. Provides community 

consensus on the data required to meet Geo-PBO 

objectives, and a preliminary budget.

www.unavco.org
Home page for UNAVCO, Inc., with information on 

membership, organization and governance, news, 

science products and current proposals. This will 

be the primary operational resource for PBO, pur-

chasing, integrating and providing oversight for in-

stallation of PBO instrumentation.

www.unavco.org/research_science/
publications/proposals/pbo/pbo.html
Draft PBO proposal. Contains detailed budgets, in-

stallation strategies, monumentation designs, plans 

for integration with USArray facilities and stations, 

description of Geo-PBO, and overall management 

by UNAVCO, Inc.

www.unavco.ucar.edu
Home page for the UCAR UNAVCO facility in Boul-

der, Colorado. 

www.unavco.ucar.edu/data_support/data/
gsac/gsac.html
Introductory page to the GPS Seamless Archive 

Centers (GSAC). Contains a FAQ, list of data pro-

viders, links to retailer web clients, data structures 

and exchange formats, and several Perl modules.
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www.unavco.ucar.edu/data_support/data/
data.html
Access portal to campaign or permanent GPS sta-

tions as accessed through UNAVCO’s Oracle RD-

BMS.

www.scign.org
Home page for SCIGN. Contains complete list and 

maps of contributing stations, meta-data, time-se-

ries for major networks, information on SCIGN 

organization and governance, news, meeting cal-

endar.

sopac.ucsd.edu
Data processing and portal for SOPAC data ar-

chive.

www.unavco.ucar.edu/tech_highlights/
socorro/socorro.html
Documents the design and installation of a proto-

type collocated PBO permanent GPS station with 

a USArray Transportable Array station. This site 

serves as a systems integration test platform on 

which alternative power and communications tech-

nologies can be examined.

quake.wr.usgs.gov/research/deformation/
minipbo
Documents the installation of several prototype 

borehole strain-meter systems in the Bay Area. 

Sites to measure deformation include borehole 

strain-meters, seismometers and accelerometers, 

and Global Positioning System (GPS) receivers.

SAFOD

www.icdp-online.de/html/sites/sanandreas/
index/index.html
Home page for SAFOD. Contains general SAFOD 

project information, outline of pilot hole goals and 

science plan, daily images and progress reports 

posted during drilling of the pilot hole using the 

ICDP Drilling Information System, and information 

for scientists wishing to conduct research as a part 

of the project.

www.icdp-online.de/html/sites/sanandreas/
objectives/proposal.html
A detailed discussion of the scientifi c rational and 

operation plan for SAFOD, extracted from a propos-

al submitted to NSF on August 30, 1998. Provides 

detailed information on scientifi c hypotheses to be 

tested with SAFOD (including extensive literature 

citations) and summary work plans from allied pro-

posals submitted by project scientists to NSF, USGS 

and other agencies in 1998.

quake.wr.usgs.gov/research/parkÞ eld/
index.html
Home page for USGS Parkfi eld Earthquake Ex-

periment. Contains discussion of scientifi c and 

technical background for long-term monitoring at 

Parkfi eld, recent scientifi c advances at Parkfi eld, 

general issues related to earthquake prediction, 

and relationship of SAFOD to overall Parkfi eld Ex-

periment. 

quake.usgs.gov/research/parkÞ eld/
overview.html 
Internet portal for Parkfi eld data networks, includ-

ing summary maps, technical discussions, results 

and bibliography from a variety of data networks 

(seismic, deformation, electromagnetic) currently 

being operated by the USGS and other agencies 

along the segment of the San Andreas Fault that last 

ruptured in the 1966 M=6 Parkfi eld earthquake. 

quake.geo.berkeley.edu/hrsn/
hrsn.overview.html
Home page for the Univ. California at Berkeley High 

Resolution Seismic Network (HRSN), an array of in-

termediate-depth (200-300 m) borehole seismom-

eters installed along the Parkfi eld segment of the 



Part III. Management and Budget 

171

San Andreas Fault. Includes information on sensors 

and telemetry, station locations and data access, 

and annual reports from the HRSN. 

gretchen.geo.rpi.edu/roecker/
paso_home.html
Home page for the Parkfi eld Area Seismic Observa-

tory (PASO). Includes discussion of installation and 

maintenance of the PASO instrumentation network, 

preliminary scientifi c results, and data reports.

www.eos.duke.edu/Research/seismo/
parkÞ eld.htm
Information on Duke University’s NSF-sponsored 

Parkfi eld fi eld camp, conducted in October 2000 of 

as part of continuing education and outreach efforts 

related to SAFOD.

icdp.gfz-potsdam.de
Home page for the International Continental Sci-

entifi c Drilling Program (ICDP). Provides informa-

tion on scientifi c drilling projects from around the 

globe supported by the ICDP, including scientifi c 

background, data from real-time drilling informa-

tion system for each project, role of participating 

institutions, and a searchable index of ICDP proj-

ects and personnel.
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ACC .................. Analysis Center Coordinator

AEDS ................ US Atomic Energy Detection System

AKDA................ Alaska Deformation Array

ALSM................ Advanced laser Swath Mapping

AMS .................. Accelerator Mass Spectrometry Laboratory

AND .................. Azimuthal Neutron Density

ANF................... Array Network Facility

ANSS................. Advanced National Seismic System

AOF .................. Array Operations Facility

ARI ................... Academic Research Infra-structure

ASL................... Albuquerque Seismological Laboratory

ASTER .............. Advanced Space-borne Thermal Emission and Refl ection 

BARD................ Bay Area Regional Deformation Network

BINEX............... Binary Exchange format

BLM .................. Bureau of Land Management

BOP .................. Blow Out Pressure

BSM .................. Borehole Strain Meters

BUD .................. Buffer for Uniform Data

CAMS................ Center for Accelerator Mass Spectrometry

CGPS ................ Continuous GPS

CORBA ............. Common Object Request Broker Architecture 

DAAC................ Distributed Active Archive Center

DCN.................. Data Concentrator Node

DDBM ............... Deep Drilled Braced Monument 

DHI ................... Data Handling Interface

DIS.................... Drilling Information System

DMC.................. Data Management Center

DMS .................. Data Management System

DOE.................. Department of Energy

DOSECC........... Drilling, Observation and Sampling of the Earth’s Continental Crust

DST................... Drill Stem Test

E&O.................. Education and Outreach

EBAR ................ Eastern Basin and Range Network

EFEC ................ EarthScope Facilities Executive Committee

ESEC ................ EarthScope Science and Education Committee

FARM................ Fast Access Recovery Method

GDS .................. Gyroscopic Directional Survey

GeoPBO............ Geologic and paleoseismological component of PBO 

GPS................... Global Positioning System

GSAC................ GPS Seamless Archive Center

7. Acronyms
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GSN .................. Global Seismographic Network

HRSN................ U.C. Berkeley High Resolution Seismic Network

IAC ................... Individual Analysis Centers

ICDP ................. International Continental Drilling Program

IDD ................... Internet Data Distribution

IDL.................... Interface Description Language

IGS ................... International GPS Service

IMS ................... International Monitoring System

InSAR ............... Interferometric Synthetic Aperture Radar

IRIS................... Incorporated Research Institutions for Seismology

KTB................... Kontinentales Tiefbohrung

LDM.................. Local Data Manager

LIDAR............... Light Detection and Ranging 

LSM .................. Laser Strain Meters

LWD.................. Logging While Drilling

MD .................... Measured Depth

MEMS ............... Microelectromechanical Systems

MREFC ............. Major Research Equipment and Facilities Construction 

MRI ................... Major Research Infrastructure

MT .................... Magneto-telluric

MWD................. Measurements While Drilling

NASA ................ National Aeronautics and Space Administration

NBAR................ Northern Basin and Range Network

NEHRP.............. National Earthquake Hazards Reduction Program 

NEIC ................. National Earthquake Information Center

NOSAMS........... National Ocean Sciences Accelerator Mass Spectrometry Facility 

NSF................... National Science Foundation

NSN................... National Seismic Network

NSRL ................ Nuclear Structure Research Laboratory

O&M ................. Operations and Maintenance

ODP .................. Ocean Drilling Program

PANGA.............. Pacifi c Northwest Geodetic Array 

PASO ................ Parkfi eld Area Seismic Observatory

PASSCAL.......... Program for Array Seismic Studies of the Continental Lithosphere 

PBO .................. Plate Boundary Observatory

PBO-AC ............ PBO Analysis Center 

POLARIS .......... Portable Observatories for Lithospheric Analysis and Research Investigating Seismicity 

PRIME............... Purdue Rare Isotope Measurement Laboratory

QC .................... Quality Control

R&RA................ Research and Related Activities

RAB .................. Resistivity At Bit

RAID................. Redundant Array of Independent Disks

RFP ................... Request For Proposals

RINEX............... Receiver Independent Exchange format
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RTDN................ Real-Time Data Node

SAF ................... San Andreas Fault

SAFOD.............. San Andreas Fault Observatory at Depth 

SBAR ................ Southern Basin and Range Network

SCEC ................ Southern California Earthquake Center

SCIGN .............. Southern California Integrated Geodetic Network 

SDBM................ Short Drilled Braced Monument

SEED ................ Standard for the Exchange of Earthquake Data

SEG-Y ............... Society of Geophysics - Y format

SINEX ............... Solution Independent Exchange format

SIO/IGPP .......... Scripps Institute of Oceanography/Institute of Geophysics and Planetary Physics 

SNR................... Signal to Noise Ratio

SOPAC.............. Scripps Orbit and Permanent Array Center 

TCP/IP .............. Transmission Control Protocol/Internet Protocol 

TD..................... Total Depth

TVD .................. Total Vertical Depth

UNAVCO........... University Navstar Consortium 

USArray............ United States Seismic Array 

USGS ................ United States Geological Survey

USI.................... Ultrasonic Cement Imaging

VSAT................. Very Small Aperture Terminal

VSP ................... Vertical Seismic Profi le

WILBER............ Web Interface to Lookup Big Events for Retrieval 

XML .................. eXtended Markup Language
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